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INCE THE FIRST EDITION of the Handbook of Soil

Science was published in 2000, many changes have taken

place in the area of soil chemistry. Global environmen-
tal challenges such as climate change, water quality, nutrient
management, soil contamination, ecosystem health, and energy
sustainability have brought soil chemistry research to the
forefront. Because these are complex challenges, they must be
tackled in a highly interdisciplinary/multidisciplinary manner
over a range of spatial and temporal scales. Thus, soil chemists
are increasingly interacting with a wide array of scientists and
engineers in multiple fields such as chemistry, biology, physics,
geochemistry, engineering, economics, ecology, and environ-
mental policy. The use of highly sophisticated analytical tools,
particularly those that are in situ and synchrotron-based, and
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development of advanced speciation and computational models
have provided soil chemists with tools that are indispensable in
understanding soil chemical reactions and processes at mul-
tiple scales. Accordingly, significant advances have been made
in understanding, as never before, the chemistry of soil organic
matter, soil solution and solid phase speciation, the kinetics and
mechanisms of soil chemical reactions, soil colloidal chemistry,
oxidation-reduction, ion exchange, adsorption and precipita-
tion processes and complexes, abiotic catalysis, and soil acidity.
Advances in these topics are comprehensively covered in the fol-
lowing chapters.

I am extremely grateful to the authors for their excellent con-
tributions and to the referees who made many helpful sugges-
tions for improvement.
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11.1 Introduction

Research pertaining to the organic fraction of soils can be traced
back in excess of 200 years. Achard (1786) isolated a dark amor-
phous precipitate upon acidification of an alkaline extract from
peat. The effect of organic matter on soil N fertility (von Liebig,
1840), studies on the use of animal manures for maintaining soil
fertility (Lawes, 1861), and the influence of soil and tree species
on the development of humus form (Muller, 1887) all demon-
strated the importance of organic matter in soil processes. The
advancement of organic chemical methodologies and confirma-
tion of the presence of various chemical structures in soil organic
matter (SOM) lead to the development of theories that SOM was
composed of a heterogeneous mixture of dominantly colloidal
organic substances containing acidic functional groups and N.
More recently, the polyphenol theory was proposed in which
quinone structures of lignin and microbial origin polymerize in
the presence of N-containing groups (amino acids, peptides, and
proteins) to produce nitrogenous polymers (Flaig et al., 1975).
Early research pertaining to SOM has been reviewed by
Stevenson (1994). While alkaline extraction of SOM is still prac-
ticed, modern analytical techniques, including solid-state 13C
nuclear magnetic resonance (*C NMR) spectroscopy, infrared
(IR) spectroscopy, pyrolysis gas chromatography/mass spec-
troscopy (Py-GC/MS), and x-ray adsorption (XAFS), allow

selective probing of SOM chemistry within samples of whole soil.
Application of these technologies avoids problems of incomplete
extraction, artifact synthesis, and lack of biological significance
often ascribed to alkaline extraction procedures. The combina-
tion of these techniques with SOM fractionation approaches that
are capable of identifying biologically important SOM compo-
nents has significantly advanced our knowledge of the organic
fraction of soils and its dynamics over the last 30 years.

Despite such a long history of research and new methodologi-
cal and technological advancements, many questions related to
the genesis and chemical composition of SOM and its impacts
on soil fertility, soil pedogenesis, and soil physical and chemical
properties persist today. Many excellent texts and review papers
have been written on the topic of SOM. Some of the more recent
of these are given in Table 11.1. Table 11.1 is not comprehensive,
but rather attempts to provide a starting point for anyone inter-
ested in understanding the nature and roles of organic matter
in soils.

An examination of terms used to describe SOM and its com-
ponents in the literature revealed a lack of precise and consistent
definitions of what SOM is and what its various component frac-
tions represent. Such a problem exists because of the heteroge-
neity of SOM with respect to its source, chemical and physical
composition, diversity of function, and its dynamic character.
As aresult, the term SOM has been used to describe all organic
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TABLE 11.1

Properties and Processes

List of Some of the Texts and Review Articles Pertaining to the Study of SOM Released Since 1995

Texts
SOM management for sustainable agriculture (Lefroy et al., 1995)

Humic substances of soils and general theory of humification (Orlov, 1995)

Carbon forms and functions in forest soils (McFee and Kelly, 1995)

The role of nonliving organic matter in the earth’s carbon cycle (Zepp and Sonntag, 1995)

Driven by nature: Plant litter quality and decomposition (Cadisch and Giller, 1997)

Soil carbon management: Economic, environmental, and societal benefits (Kimble et al., 2007)

Soil carbon sequestration under organic farming in the Mediterranean environment (Mainari and Caporali, 2008)

Review articles

The chemical composition of SOM in classical humic compound fractions and in bulk samples—A review (Beyer, 1996)

Carbon in primary and secondary organo-mineral complexes (Christensen, 1996a)

Applications of NMR to SOM analysis—History and prospects (Preston, 1996)

Analytical pyrolysis and computer modeling of humic and soil particles (Schulten et al., 1998)

Life after death—Lignin-humic relationships reexamined (Shevchenko and Bailey, 1996)
Stabilization and destabilization of SOM—Mechanisms and controls (Sollins et al., 1996)

Soil organic carbon/SOM (Baldock and Skjemstad, 1999)

Role of the soil matrix and minerals in protecting natural organic materials against biological attack (Baldock and Skjemstad, 2000)

The supramolecular structure of humic substances: A novel understanding of humus chemistry and implications in soil science (Piccolo, 2002)

Indications for SOM quality in soils under different managements (von Liitzow et al., 2002)

Importance of mechanisms and processes of the stabilization of SOM for modeling carbon turnover (Krull et al., 2003)

Cycling and composition of organic matter in terrestrial and marine ecosystems (Baldock et al., 2004)

Soil mineral-organic matter-microorganism interactions: Fundamentals and impacts (Huang, 2004)

The depth distribution of soil organic carbon in relation to land use and management and the potential of carbon sequestration in subsoil horizons

(Lorenz and Lal, 2005)
Root effects on SOM decomposition (Cheng and Kuzyakov, 2005)

Mechanisms and regulation of organic matter stabilization in soils (Kogel-Knabner et al., 2005)

Labile organic matter fractions as central components of the quality of agricultural soils: An overview (Haynes, 2005)

Soil minerals and organic components: Impact on biological processes, human welfare, and nutrition (Haider and Guggenberger, 2005)

The soil carbon dioxide sink (Smith and Ineson, 2007)

Impacts of climate change on forest soil carbon: Principles, factors, models, uncertainties (Reichstein, 2007)

Composition and cycling of organic carbon in soils (Baldock, 2007)

An integrative approach of organic matter stabilization in temperate soils: Linking chemistry, physics, and biology (Kogel-Knabner et al., 2008a)

Physical carbon-sequestration mechanisms under special consideration of soil wettability (Bachmann et al., 2008)

Soil-carbon preservation through habitat constraints and biological limitations on decomposer activity (Ekschmitt et al., 2008)

Storage and stability of organic matter and fossil carbon in a luvisol and phaeozem with continuous maize cropping: A synthesis (Flessa et al., 2008)

Contribution of dissolved organic matter to carbon storage in forest mineral soils (Kalbitz and Kaiser, 2008)

Organo-mineral associations in temperate soils: Integrating biology, mineralogy, and organic matter chemistry (Kogel-Knabner et al., 2008b)

Comparison of two quantitative soil organic carbon models with a conceptual model using data from an agricultural long-term experiment

(Ludwig et al., 2008)

How relevant is recalcitrance for the stabilization of organic matter in soils? (Marschner et al., 2008)

Stabilization mechanisms of organic matter in four temperate soils: Development and application of a conceptual model (von Liitzow et al., 2008)

For additional earlier references consult Hedges and Oades (1997) and Baldock and Nelson (2000).

materials found in soil (Stevenson, 1994), all organic materi-
als excluding charcoal (Oades, 1988), or all organic materials
excluding nondecayed plant and animal tissues, their partial
decomposition products, and the living soil biomass (MacCarthy
et al., 1990). As suggested by MacCarthy et al. (1990), it is most
important that readers establish how particular authors apply
the various terms to fully understand and assess the implica-
tions of research findings. The definitions of SOM and its com-
ponents to be used in this chapter have been derived from several
sources (Oades, 1988; MacCarthy et al., 1990; Stevenson, 1994;

Baldock and Nelson, 2000). The term SOM is used in this work
to refer to the sum of all naturally derived organic materials
present, and a series of further terms are proposed to define spe-
cific components of SOM (Table 11.2).

With the advent of modern elemental analyzers, quantification
of the organic fraction of a soil is now often completed by measur-
ing the amount of organic carbon present in a soil. Although this
chapter is devoted to the composition, chemistry, and functions
of SOM as well as the factors that define SOM content, where
particular research studies have focused on the measurement of



Soil Organic Matter

11-3

TABLE 11.2  Definitions of SOM and Its Components

Component

Definition

SOM

Living components
Phytomass

Microbial biomass

Faunal biomass

Nonliving components
Surface plant residues
Buried plant residues
DOM
POM

HUM

Resistant organic matter

Additional fractions of organic matter

Macroorganic matter
Light fraction
Nonhumic biomolecules
Humic substances

Humic acid

Fulvic acid

The sum of all natural and thermally altered biologically derived organic materials found in the soil or on the soil
surface irrespective of its source, whether it is living or dead, or stage of decomposition, but excluding the
aboveground portion of living plants

Living tissues of plant origin. Standing plant components, which are dead (e.g., standing dead trees), are included
in phytomass
Organic matter associated with cells of living soil microorganisms

Organic matter associated with living soil fauna

Organic debris located on the soil surface typically dominated by pieces of plant residues (also referred to as litter)

Pieces of organic debris >2mm found in the soil matrix collected by sieving

Water soluble organic compounds found in the soil solution, which are <0.45 tm by definition

Pieces of organic debris 53-2000 m in size with a recognizable cellular structure that are collected on a 53 um
sieve after complete dispersion of a soil (typically dominated by plant residues)

Organic materials <53 um remaining after removal of POM and DOM

Highly carbonized organic materials including charcoal, charred plant materials, graphite, and coal with long
turnover times

Fragments of organic matter >20 um or >50 um contained within the soil matrix and typically isolated by sieving
a dispersed soil

Organic materials isolated from soils by flotation of dispersed suspensions on water or heavy liquids of densities
1.5-2.0Mg m3

Organic biopolymers including polysaccharides and sugars, proteins and amino acids, fats, waxes and other
lipids, and lignin

Organic molecules with chemical structures, which do not allow them to be placed into the category of nonhumic
biomolecules

Organic molecules soluble in alkaline solution but precipitate on acidification of the alkaline extracts

Organic molecules soluble in alkaline solution and remain soluble on acidification of the alkaline extracts

Humin

Organic materials that are insoluble in alkaline solution

soil organic carbon (SOC), the discussion will refer to the results
obtained in terms of SOC and not SOM. In most instances,
SOC and SOM can be used interchangeably; however, in some
instances, it is more appropriate to refer to the organic fraction
of soils as SOM rather than SOC. For example, when referring to
the nutrient content of the soil organic fraction, it would be most
appropriate to use SOM since, by definition, SOC in itself only
refers to the carbon present and not the associated nutrients.

11.2 Composition of Soil
Organic Matter

Soil organic matter is composed of a vast array of different
organic residues ranging in size from simple monomeric mol-
ecules through complex polymeric compounds to pieces of plant
residue >lcm in size in agricultural systems and potentially
>1m in forests. Independent of size, individual components of
SOM can exist at any point along a decomposition continuum
ranging from fresh unaltered materials to highly altered materi-
als bearing little chemical or physical similarity to their original
source. Additionally, SOM can exist in a free state or be asso-
ciated to varying degrees with surfaces of mineral particles or

buried within aggregations of mineral particles. Such diversity
in physical and chemical properties when combined with the
spatial heterogeneity of its distribution within the soil matrix at
size scales ranging from micrometer to meter makes studies of
SOM composition and function challenging.

Often analytical techniques are applied to the whole organic
component of soils resulting in the acquisition of weighted aver-
age compositional or behavioral data. Such data may or may not
provide an adequate assessment of the potential involvement of
organic matter in soil processes. For example, the presence of a
small amount of biologically labile organic matter could signifi-
cantly alter short-term measurements of soil carbon mineraliza-
tion but not be related to a measure of the total amount of organic
carbon present. To better understand the nature of SOM and its
roles in soil processes, various schemes have been developed to
divide SOM into more homogeneous components and to subse-
quently conduct separate analyses on the isolated fractions.

11.2.1 Elemental Composition

Carbon accounts for the majority of the mass of SOM; however,
oxygen, hydrogen, nitrogen, phosphorus, and sulfur can also
make significant contributions. Contents of organic matter in
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soils are typically quantified by measuring the gravimetric con-
tents of organic carbon and/or total nitrogen. The traditional
factor used to convert gravimetric contents of SOC into SOM is
1.72 (Equation 11.1), which assumes a carbon content of approxi-
mately 58% by weight. To obtain estimates of SOM content based
on the gravimetric content of nitrogen requires the use of a C:N
ratio expressed on a mass basis and typically assigned a value
of 12 for agricultural soils (Equation 11.2). Spain et al. (1983)
summarized the C:N ratios across 3652 surface horizons from
Australian soils and obtained ratios ranging from 5 to 35 across
all soil types under a variety of management strategies. Snowdon
et al. (2005) obtained values ranging from 6 to 51 for Australian
forest soils. Higher C:N ratios would be expected where the
organic matter in a soil is dominated by less decomposed pieces
of plant debris rather than well-decomposed organic matter.
Conversely, where well-decomposed materials dominate, lower
C:N ratios would be expected. In a review of global C:N ratios
for SOM, Cleveland and Liptzin (2007) obtained values ranging
from 1.7 to 25.7 when expressed on a gravimetric basis. Average
gravimetric C:N ratios for the entire data set (n = 146), grass-
lands (n = 75), and forests (n = 55) were 12.2, 11.8, and 12.4,
respectively, consistent with the typically assigned gravimetric
C:N ratio of 12:

SOM (g kg'1 soil) =1.72 x SOC (ngg'1 soil), (11.1)

SOM (gkg ™" soil) = 1.72 x C : Nratio

x soil organicnitrogen (gNkg ™' soil). (11.2)

Although C:N ratios have typically been expressed on a gravi-
metric basis for soils and plant materials, in aquatic and geo-
chemical sciences, elemental ratios have tended to be expressed
on a molar basis. Redfield (1958) recognized that marine plank-
ton maintained an average molar C:N:P ratio of 106:16:1 similar
to that in marine water. The presence of such a defined relation-
ship for marine systems has been used to constrain marine net
primary productivity (NPP) (e.g., Hecky and Kilham, 1988;
Turner et al., 2003), and the recognition of defined elemental
ratios in components of terrestrial systems is used to constrain
nutrient dynamics within carbon and nutrient simulation mod-
els (e.g., the Century model; Parton et al., 1987, 1988). Such
relationships have led to the development of the concept of eco-
logical stoichiometry in which it is recognized that variations
in molar elemental ratios fluctuate within defined boundaries
based on environmental conditions and biochemical require-
ments of organisms. A trend toward expressing elemental
ratios on a molar basis is emerging for SOM. Stevenson (1986)
provided an estimate of the molar C:N:P:S ratio of SOM as
107:7.7:1:1. Cleveland and Liptzin (2007) defined average C:N:P
ratios of soils obtaining values of 186:13:1 for SOM and 60:7:1
for soil microbial biomass with a tendency for grassland soils
to be more nutrient rich and forest soils to be more carbon
rich. Further quantification of the variance of these ratios for
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different components of SOM (e.g., pieces of plant-residue and
well-decomposed materials—see Section 11.1) and particular
combinations of soil type and land use will aid the development
of more accurate predictions of nutrient cycling and potential
responses to alterations in management. In particular, improved
definition of the net mineralization of nutrients (i.e., the balance
between rates of gross mineralization and immobilization) and
release into plant-available pools should be obtained.

Molar ratios of carbon, oxygen, and hydrogen can also pro-
vide useful information pertaining to chemical changes that
occur during decomposition, heating, or other processes where
transformations of SOM take place. One useful representation
of C:O:H ratios that appears underutilized in SOM studies is a
van Krevelen plot (van Krevelen, 1950) in which molar H:C is
plotted against molar O:C. Where the elemental composition of
SOM components (biomolecules) can be defined, van Krevelen
plots can be used to define the possible compositional space in
which a sample must reside and whether there is a prevalence of
one component over another. Additionally, the trajectory on a
van Krevelen plot associated with changes induced by a process
of alteration can give an indication of the associated chemical
changes (e.g., dehydration, loss of CO,, or oxidation, which are
all associated with different trajectories). Baldock and Smernik
(2002) used a van Krevelen plot to define the extent of alteration of
natural organic materials during a heating process. When using
van Krevelen plots, it is essential that reliable values are obtained
for the molar concentrations of O and H. For soils, the presence
of hygroscopic water and alterations to soil mineral components
during the heating phase of C, O, and H determinations may
introduce errors in measurements of O and H concentrations.

Another useful property of SOM that can be calculated from
its molar elemental composition is its oxidation state (C,,). The
value of C,, for a given organic molecule of the form C.H,0O,N,,
can be calculated according to Equation 11.3 in which x, y, z,
and w represent the molar percentages of C, H, O, and N, respec-
tively, in the molecule or weighted average molecule in the case
of SOM. The values for C_, can vary from —4 to +4 but typically
vary between —2.2 and +3 in organic molecules. For example, lip-
ids, carbohydrates, and organic acids have C_, values of -2 to -1,
0, and 0 to +3, respectively (Masiello et al., 2008). C,, values of
SOM and its components therefore contain information pertain-
ing to molecular composition, biochemical synthesis pathway,
extent of decomposition, and diagenetic history. For example, if
C,x values <—1 are obtained, then there is likely to be a preponder-
ance of lipid/aliphatic structures present. Alternatively, if values
>]1 are obtained, then a high content of carboxylic acids is likely.
C,x values between -1 and +1 are less informative as a large range
of combinations of different compounds could provide such val-
ues. However, C,, values may still be used to constrain predic-
tions of molecular composition of SOM and its components.

C,, is mathematically related to the oxidative ratio (OR),
which defines the molar ratio of O, consumption to CO, emis-
sion during decomposition. Organic molecules having positive
C,, values do not need as much oxygen for complete mineraliza-
tion as those with negative C_, values. Based on the assumption
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that net photosynthesis occurs via Equation 11.4 with all N
being obtained as ammonia, the OR can be calculated from C,,
according to Equation 11.5. If the required N is obtained as
nitrate or through biological fixation of N,, Equations 11.6
or 11.7, respectively, should be used to calculate OR (Masiello
et al., 2008). Quantification of the OR (and thus C_,) of terres-
trial forms of organic matter, including that found in soils, can
be used to define the fate of CO, emitted to the atmosphere by
fossil fuel burning (Randerson et al., 2006):

C, = 22TV *3wW (11.3)
X
XC02+%(y—3w)H20 + wNH,
1
—C,H,0,N, + (x + (= 3w) -g) 0,  (114)
OR = 1-%, (11.5)
2
ORr =1 Cox , 2V (11.6)
4 X
3
OR =1 Cox W (11.7)
4 4

11.2.2 Chemical/Molecular Composition

A heterogeneous chemical structure and an ability to form strong
associations with soil minerals make the chemical characteriza-
tion of SOM difficult. Two approaches to define the chemical/
molecular composition of SOM have been used: (1) chemical
extraction or degradative methodologies and (2) modern spec-
troscopic techniques capable of analyzing SOM in situ. With
both approaches, it is essential to gain a full understanding of
the methodology being used and possible deficiencies in order to
assess how selective and quantitative the applied procedures are
and whether there is a potential for creating artifacts. Without
such an understanding, it is not possible to make appropriate
interpretations of the SOM compositional data obtained.

11.2.2.1 Chemical Extraction
and Degradative Methods

Chemical extraction and degradative methods for characteriz-
ing SOM use aqueous solutions and organic solvents to liberate
SOM components with particular chemical characteristics. One
of the most common approaches uses an alkaline extraction fol-
lowed by acidification (Schnitzer, 2000) of the extract to isolate
humic acid, fulvic acid, and humin (see Table 11.2 for defini-
tions). These three fractions should not be considered as dis-
crete compounds, as each will contain a multitude of different
chemical structures that can be further fractionated and puri-
fied. Criticisms pertaining to the use of alkaline extraction/acid
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precipitation to separate soil organic and mineral components
include the following:

1. Questions related to the ability of alkaline extractable
material to be representative of the composition of the
unextracted and entire SOM fraction

2. The apparent lack of a relationship between the biological
functioning of SOM and its alkaline extractability based
on C and N isotopic tracer studies (Oades, 1995)

3. Incomplete segregation and probable mixing of SOM with
different molecular compositions and susceptibilities to
decomposition

4. Creation of artifacts (alteration of molecular structure)
during the extraction and precipitation procedures

It is acknowledged that in early studies of SOM, separation of
soil organic and mineral components was essential to allow
selective characterization of the SOM, and that alkaline extrac-
tion provided such a capability. However, with the advent of
more selective degradation procedures and modern analytical
instrumentation that can use intact soil samples, it is suggested
that the use of alkaline extractants as a means of characterizing
SOM should be avoided where possible.

Many additional methods have been developed based on vari-
ous extraction or degradative methods considered to be “selec-
tive” for particular molecular components of SOM. Hydrolysis
with 6 M HCI or methane sulfonic acid has been used to quantify
the proportion of SOM associated with proteins, amino acids,
and amino sugars (e.g., Friedel and Scheller, 2002; Martens and
Loeftelmann, 2003; Appuhn et al., 2004). Hydrolysis reactions
with sulfuric acid have been used to quantify the allocation of
SOM to carbohydrate structures (e.g., Rovira and Vallejo, 2000;
Martens and Loeffelmann, 2002). The proportion of lignin in
SOM has been quantified using methods that attempt to either
isolate the intact lignin molecule (e.g., Tuomela et al., 2000)
or quantify the monomeric species released by breaking the
macromolecular structure into its component monomeric spe-
cies (e.g., Baldock et al., 1997b; Chefetz et al., 2002; Leifeld and
Kogel-Knabner, 2005). Various solvent-based procedures have
been developed and used to quantify the presence of lipids and
lipid-like organic materials in soils (e.g., Poulenard et al., 2004;
Rumpel et al., 2004).

Although more specific than alkaline extraction procedures,
results derived from these more specific degradation proce-
dures should be considered as approximate due to the potential
for incomplete extraction and/or nonselective action. Using a
combination of extraction techniques in a “proximate analy-
sis approach” designed to isolate and quantify klason lignin,
Preston et al. (1997) demonstrated the presence of a range of
nonlignin forms of carbon. Additionally, the use of degradation
procedures to quantify SOM components involved in biologi-
cal processes within the soil matrix may be questionable. As an
example, consider a polysaccharide molecule located in a pore
on the external surface of an aggregate versus the same molecule
buried within a matrix of clay particles. Both polysaccharides
may be broken down by a sulfuric acid digestion procedure and
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detected by subsequent analyses, but the availability of these two
molecules to microbial oxidation as well as their relative contri-
bution to soil function would be expected to vary significantly.

Attempts to use chemical fractionation procedures to allocate
SOM to labile and recalcitrant fractions without defined molec-
ular composition have also been made. Hydrolysis with HCl and
permanganate oxidation procedures have been proposed to offer
such capabilities. With HCI hydrolysis, the proportion of car-
bon or nitrogen entering the hydrolysates has been considered
to be indicative of the biologically labile component of SOM.
Both Leavitt et al. (1996) and Paul et al. (2001) found that car-
bon remaining in the nonhydrolysable fraction of soil subjected
to HCI hydrolysis was older than that found in the total SOC
fraction prior to hydrolysis. Quantifying the proportion of SOC
oxidized in permanganate solutions of increasing concentra-
tions has also been used to define SOC fractions with different
biological liabilities (Blair et al., 1995). However, the existence
of strong correlations between the amounts of SOC oxidized at
each permanganate concentration and total SOC (Lefroy et al.,
1993) question the selectivity of this approach toward identi-
fying differentially labile SOC components (Blair et al., 1995;
Mendham et al., 2002). Furthermore, Mendham et al. (2002)
showed that permanganate oxidizable SOC had little relation to
the labile pool of SOC respired over a 96 day incubation period,
again questioning the existence of a link between chemical and
biological reactivities. The absence of a strong linkage between
chemical and biological reactivities and the lack of a clear defi-
nition of the chemical nature of the SOC components attacked
by each permanganate solution can limit the ability of chemical
fractionation techniques to be used as proxies for biologically
meaningful fractions of SOC (Baldock, 2007).

11.2.2.2 Chemical Characterization
with Analytical Instrumentation

A variety of analytical techniques exist that can be used to char-
acterize the chemical composition of SOM. In this chapter, four
techniques that can be used to quantify the chemical nature of
SOM in situ will be examined: 3*C NMR spectroscopy, analyti-
cal pyrolysis, Fourier transform infrared spectroscopy (FTIR),
and x-ray spectroscopy. Examples of the chemical information
obtained by applying these analytical techniques to SOM are
given in Figures 11.1 and 11.2. The forms of analytical instru-
mentation to be discussed are all complementary and, where
possible, efforts should be made to utilize combinations of these
methods to confirm and provide additional insight into the
chemical composition of SOM.

11.2.2.2.1 Solid-State Nuclear Magnetic Resonance Spectroscopy

Solid-state 3C NMR spectroscopy can be used to define the
chemical environment around individual carbon atoms in an
intact soil sample. The only pretreatments required are dry-
ing and then grinding to ensure homogeneity. A typical cross
polarization *C NMR spectrum for a soil is presented in Figure
11.1a. Organic carbon found in different chemical environments
can be differentiated on the basis of chemical shift (expressed in
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units of parts per million of the applied magnetic field). Duncan
(1987) has presented a comprehensive review of the chemical
shift values associated with different types of carbon. Solid-state
13C NMR spectra acquired for SOM are typically divided into
chemical shift regions indicative of the major chemical forms
that individual carbon atoms can take Figure 11.1a. Integration
of the signal intensity within each region provides a quantitative
indication of the amount of each form of carbon present in a
sample, provided signal acquisition from all forms of carbon in
a sample is quantitative. Methods now exist to define the level
of quantitative detection of carbon within solid-state *C NMR
analyses of SOM (Smernik and Oades, 2000a, 2000b); however,
adoption has been limited. *C NMR detection efficiencies can be
improved by the application of hydrofluoric acid (HF) pretreat-
ments to concentrate carbon and remove paramagnetic species
(Skjemstad et al., 1994; Schmidt and Gleixner, 2005).

Although the distribution of *C NMR signal intensity within
various chemical shift regions has been used to infer the molecular
composition of organic matter in a sample, *C NMR gives no direct
information pertaining how the different types of carbon present in
a sample are arranged into molecules. For example, the presence of
signal intensity in the O-alkyl region (65-105 ppm) is often ascribed
to carbohydrates. However, three of the 11-12 carbons found in lig-
nin monomers will also resonate within the O-alkyl chemical shift
region as will some carbon associated with proteins and lipid/wax
materials. To extend the level of molecular information obtained
from the application of NMR to natural organic materials, molec-
ular mixing models have been defined (e.g., Hedges et al., 2002;
Baldock et al., 2004; Nelson and Baldock, 2005). In this approach,
it is assumed that the organic carbon present in a sample can be
described as a mixture of biomolecules (endmembers) with defined
representative chemical structures. The molecular composition of
13C NMR observable organic carbon is then estimated by defining
the mixture of endmembers that minimizes the sum of squares of
differences between predicted and measured distributions of 3C
NMR signal intensity. Baldock et al. (2004) and Nelson and Baldock
(2005) have used this approach to estimate the molecular composi-
tion and elemental stoichiometry of organic materials found in a
range of terrestrial and aquatic systems.

Solid-state NMR has also been used to characterize the chemi-
cal composition of organic N in soils (Knicker et al., 1993; Clinton
etal., 1995; Knicker and Skjemstad, 2000); however, the low NMR
sensitivity and natural abundance of the "N nucleus make the
acquisition of spectra with adequate signal-to-noise ratios diffi-
cult. The majority of organic N present in soils is thought to reside
in protein (amide) or heterocyclic compounds. In most >N NMR
studies, signals originating from amide structures dominate the
acquired spectra, with heterocyclic N structures being detected as
a small shoulder on the amide resonance (Mahieu et al., 2000). To
improve spectral quality, *N-labeled plant materials have been
used in decomposition and composting experiments (e.g., Knicker
and Lidemann, 1995) with the majority of N again being allo-
cated to amide structures. However, the typical use of short con-
tact times (<1 ms) and high-field spectrometers (=300 MHz) have
been found to discriminate against nonprotonated heterocyclic N
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Examples of the data obtained from (a) a solid-state 1*C NMR analysis of soil humus, (b) a pyrolysis-field ionization mass spectrum

of a humic acid (Schulten, 1987), and (c) a diffuse reflectance FTIR spectrum acquired for the 0-2.5cm layer of a mineral soil (52g C kg™) after

subtraction of mineral-derived signals.

(Keleman et al., 2002). Smernik and Baldock (2005) applied a
spin counting technique to >N NMR analyses of clay-associated
organic matter and found that although the major form of N pres-
ent was amide, up to half or more of the organic N present must
have resided in a form that was insensitive to "N NMR, poten-
tially heterocyclic N. Careful consideration of *N pulse programs
and the use of spin counting techniques are required to obtain *N
NMR results that are indicative of all N present in a sample of soil.

The *'P nucleus is well suited to NMR due to its high natural
abundance and relative NMR sensitivity. 3P NMR analyses have
been performed on solutions extracted from soils and on solid
whole soils (see Toor et al., 2006). Solution-state 3'P NMR offers
improved resolution and thus identification and quantification
of P species; however, it suffers from the requirement to extract
P-containing materials into solution and thus may not allow
characterization of all P in a sample. Solid-state 3'P NMR can be
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FIGURE 11.2 (a) Carbon K-edge XANES spectra acquired for the alkaline extractable organic carbon from a forest soil in western Kenya
(Lehmann et al., 2008) and a whole soil from Elstow (Gillespie et al., 2009). (b) Nitrogen K-edge XANES spectrum acquired for a whole soil from
Elstow (Gillespie et al., 2009). (c) Phosphorus K-edge XANES spectrum for topsoil from a German peat (Kruse and Leinweber, 2008). (d) Sulfur
K-edge XANES spectrum acquired for whole soil taken from a podzol O horizon (Prietzel et al., 2007).

used to analyze a whole undisturbed sample without extraction;
however, the association of soil P with Fe or Mn can render it
invisible to 3P NMR. Organic phosphates tend to remain unre-
solved and appear as a broad resonance between +1 and —1 ppm
due to the wide variety of organic phosphate forms (e.g., phos-
pholipids, nucleic acids, metabolic products) and their limited
mobility. In solution-state P NMR, rapid tumbling of extracted
organic P-containing molecules leads to sharper signals. Toor
et al. (2006) concluded that solution-state >'P NMR is useful for
characterizing the chemical composition of soil organic P, while
solid-state *P NMR is more suited to the study of inorganic P
components of soils.

11.2.2.2.2 Analytical Pyrolysis Mass Spectrometry

Analytical pyrolysis characterizes the chemical composition
of products of controlled pyrolysis of a sample to obtain infor-
mation pertaining to the nature of the organic matter present
in the sample. The application of this technique to the analysis
of organic matter in whole soils and soil extracts is given by
Schnitzer and Schulten (1995). Several different approaches to
using analytical pyrolysis exist including off-line pyrolysis, pyrol-
ysis mass spectrometry, derivatization pyrolysis mass spectrom-
etry, and Py-GC/MS. A detailed description of each technique is
presented by Schulten and Leinweber (1996). In pyrolysis mass
spectrometry, the mass/charge ratio (m/z) is used to differentiate

the pyrolysis products released during a rapid (Curie-point) or
controlled heating of a sample. Several methods of ionization
are available to promote the movement of pyrolysis products
through the mass spectrometer: field ionization (FI), chemi-
cal ionization (CI), fast atom bombardment (FAB), and laser
ionization (LI). Irrespective of the method of ionization used,
distinctive patterns of pyrolysis products are produced (Figure
11.1b). After normalization of the m/z peak intensities, a qualita-
tive assessment of the chemical nature of the organic C in a soil
sample can be obtained. Incorporation of a gas chromatograph
between the pyrolysis chamber and the mass spectrometer can
further aid in the separation of similar pyrolysis fragments prior
to detection and analysis by the mass spectrometer.

A cautionary note regarding the comparison of different m/z
signal intensities is required. First, the intensities observed at
any single m/z value may result from multiple pyrolysate frag-
ments if they have the same m/z ratio. Second, the volatilization
of different types of pyrolysis fragments varies (e.g., in pyrolysis
FI MS, volatilization decreases with increasing polarity of the
fragments). As a result, differences in signal intensities at various
m/z values do not necessarily correlate with contents of the par-
ent molecules present in the original soil samples. It is appropri-
ate, however, to utilize variations in a given m/z signal intensity
between samples run under a constant set of analytical condi-
tions to infer compositional differences.
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11.2.2.2.3 Fourier Transform Infrared Spectroscopy

FTIR can be used to determine the type of the atoms to which C
is bound as well as the nature of the bond. Detailed identification
of chemical structure is therefore possible. However, the applica-
tion of FTIR to characterize the composition of SOM in whole
soils is limited by two factors: the low organic matter content of
most mineral soils and the presence of significant signals from soil
mineral components. The use of “difference spectra” (spectrum of
an untreated sample minus that of a pretreated sample) may pro-
vide more useful data. Subtraction of an FTIR spectrum obtained
for a sample heated to 350°C to remove all organic matter from
the FTIR spectrum obtained for the original soil can provide an
indication of the nature of the organic components removed,
provided no significant alteration to soil mineral components
occurred during the heating process. Where significant altera-
tions to soil mineralogy also occur on heating these changes will
also be included in the difference spectrum. Figure 11.1c provides
an example of a difference spectrum obtained for a soil.

11.2.2.2.4 X-Ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) allows collection of atomic
scale chemical information. A summary of the fundamentals of
XAS techniques is given by Schulze and Bertsch (1995). In XAS,
x-rays are absorbed by an atom at defined energies. In response,
a higher-energy electron replaces the ejected electron, and
excess energy is released in the form of fluorescence. The energy
at which fluorescence occurs is characteristic for each electron
within an atom and can be used to provide chemical informa-
tion about a given type of atom (C, N, P, or S). XAS spectra are
typically divided into two regions: the near-edge and extended
region. X-ray absorption near-edge structure (XANES) spec-
troscopy examines the region before the absorption edge to
around 100 eV past the edge. XANES spectra can also be referred
to as near-edge x-ray absorption fine structure (NEXAFS) spec-
tra. XANES spectra are sensitive to the oxidation state of the
atom being examined. Resonances are identified by comparison
with spectra acquired for standard compounds. In the extended
region of x-ray absorption spectra, NEXAFS spectra provide
information on coordination number, identity of nearest neigh-
bors, and bond distances for the element being examined. XAS
has been used to examine the chemical nature of organic C, N, P,
and S found in soils (Figure 11.2).

Solomon et al. (2009) performed C K-edge XANES analysis
of a suit of known organic C compounds indicative of those
found in soil (carbohydrates, amino sugars, amino acids, phe-
nols, quinine, benzenepolycarboxylic acid, and markers for black
C). The acquired spectra showed distinct features and resonance
positions for each form of carbon in the known compounds.
Lehmann et al. (2008) provided the following broad classifica-
tions for XANES C resonances for alkaline extractable SOC: aro-
matic carbon ring structures (284-286¢€V), phenolic/pyrimidine
or imidazole carbon (286.4-287.4¢V), aliphatic carbon (287.3-
287.8¢€V), and carboxylic/amide carbon (288-289eV). Working
with whole soils (Figure 11.2a), Gillespie et al. (2009) identified
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additional resonances and used XANES to quantify differences
between bulk and rhizosphere soil. The C K-edge XANES spectra
acquired by Gillespie et al. (2009) were complicated by the pres-
ence of residual C in the beamline and second-order O K-edge
features that are typically absent from spectra acquired for pure
organic compounds or samples with high (>50mg C g! sample)
carbon contents. XANES has also been combined with scanning
transmission x-ray microscopy (STXM) to define spatial changes
in carbon composition across microaggregates (Kinyangi
et al.,, 2006; Lehmann et al., 2008) and black carbon particles
(Lehmann et al., 2005; Liang et al., 2006, 2008). Solomon et al.
(2009) concluded that C K-edge XANES may provide a means
of fingerprinting complex organic C compounds of ecological
importance; however, due to the broad spectral features found for
organic carbon in soils (e.g., Lehmann et al., 2008), it is unlikely
that XANES can be used on its own to provide an unambiguous
chemical characterization of SOC.

Gillespie et al. (2009) performed N K-edge XANES on whole
soils (Figure 11.2b) and attributed the following resonances
to organic N structures: aromatic N in six-membered rings
(398.7 V), nitrilic and pyrazolic N (400.0eV), amide (protein)
N (401.2¢eV), pyrrollic N (402.5¢eV), nitroaromatic N (403.5¢eV),
and alkyl N (406.2¢eV). Leinweber et al. (2007) presented a
detailed systematic analysis of N K-edge XANES resonances
obtained for a range of known organic N structures likely to
occur in soils and concluded that N K-edge XANES can be used
to reliably distinguish pyridinic and nitrile N (£400eV) from
amide, nitro, and pyrrollic N (>400€V). Jokic et al. (2004) used
N K-edge XANES to detect the presence of heterocyclic N com-
pounds in chemically unaltered whole soil samples.

Most applications of P XANES spectroscopy have focused
on the K-edge; however, the speciation of P forms, particularly
organic P, can be difficult or even impossible at the P K-edge. Kruse
and Leinweber (2008) determined the nature of the P present in a
series of inorganic and organic standard compounds as well as the
topsoil (Figure 11.2¢) and subsoil of a German peat using P K-edge
XANES. The spectra obtained for the inorganic and organic stan-
dards showed only slight variations in the energy position of the
main resonance and thereby offered little potential to distinguish
inorganic from organic P. Additionally, little distinction was noted
between the three organic P compounds (asolectin, ATP, and
phytic acid). P XANES spectra collected at the L, ;-edge instead
of the K-edge contain more distinguishable features. Kruse et al.
(2009) present a detailed analysis of the P L, ;-edge XANES spec-
tra obtained for a range of inorganic and organic forms of P. The P
L, ;-edge XANES spectra contained more spectral features than P
K-edge spectra, particularly for the organic P compounds, leading
Kruse et al. (2009) to suggest that quantitative differentiation of
different types of P may be possible by applying linear combina-
tion fitting to P L, ;-edge XANES spectra.

K-edge XANES can also be used to examine S speciation in
soils (Prietzel et al., 2003; Solomon et al., 2005) (Figure 11.2d).
S K-edge XANES resonances have been defined as 2472.6-
24734V (reduced S in organic polysulfide, disulfide, mono-
sulfide, and thiol structures), 2475.8-2481.3¢eV (intermediate S
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in sulfoxide, sulfone, and sulfonate structures), and 2482.5¢eV
(oxidized S in ester sulfate structures). Prietzel et al. (2007) used
S K-edge XANES spectra to characterize the differences between
S in whole soils with their corresponding humic extracts. In all
soils examined by Prietzel et al. (2007), S was mainly present as
organic mono- and disulfide (27%-52%), ester sulfate (14%-39%),
and sulfone (15%-27%) with sulfoxide and sulfite having more
minor contributes and an absence of sulfonate and inorganic sul-
fide. However, inorganic SO?% cannot be differentiated from ester
sulfate because both species have an equivalent oxidation state
of +6. Prietzel et al. (2007) noted that the contribution of reduced
forms of organic S (organic mono- and disulfides) increases and
the contribution of ester sulfate and SO3~ decreases with increas-
ing OC content and decreasing O, availability.

11.2.3 Physical Composition

The major input of organic carbon into soils results from the depo-
sition of carbon captured by photosynthesis. Deposition within
the soil matrix occurs in the form of root residues and the organic
materials exuded during root growth. Shoot residues are first
deposited onto the soil surface and enter the soil via leaching, in
the case of dissolved organic materials (DOM), or through some
form of mixing process that can be biotic (bioturbation), abiotic
(opening of crack as swelling soils dry), or anthropogenic (cultiva-
tion). Approaches used to characterize the physical composition
of SOM have been based on solubility, particle size, and density.

11.2.3.1 Dissolved Organic Materials

Dissolved organic materials represents a small proportion of the
total organic material present in a soil. However, owing to its
mobility and chemical properties, it can contribute significantly
to soil processes through the provision of energy to microor-
ganisms, complexation and transport of elements within the
soil profile, and dissolution of soil minerals. DOM refers to
the organic materials that do not settle out of the soil solution
phase under the influence of gravity. It is operationally defined
as the organic matter that passes through a 0.45um filter. At the
upper limit of the DOM size, the distinction between DOM and
particulate forms of SOM becomes ambiguous. DOM must be
extracted from soils to allow quantitative and qualitative analy-
sis. In the laboratory, DOM has been extracted in leachate col-
lected at the base of undisturbed or disturbed soil columns or
by suspension of soil in water or dilute salt solutions and collec-
tion of the <0.45 um fraction (e.g., Dunnivant et al., 1992; Nelson
etal., 1993). In the field, DOM can be collected using a variety of
in situ devices, such as zero-tension or tension lysimeters using
porous cups or plates (e.g., Weihermuller et al., 2007; Sanderman
et al., 2008). It is important that the methods used to collect
and isolate DOM are clearly specified and to assess the poten-
tial impacts that adsorption processes and filtering procedures
could have on both the nature and amount of DOM isolated.
Reviews pertaining to the collection, analysis, and fate of DOM
in soils include Herbert and Bertsch (1995), Kalbitz et al. (2000),
Neff and Asner (2001), and Kalbitz and Kaiser (2008).
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DOM enters the soil as soluble material in water passing
through vegetation, litter layers, or organic-rich soil surface hori-
zons. It can also be generated in situ by adsorption/desorption
reactions occurring on mineral surfaces, excretion of organic
compounds from plant roots, excretion of metabolic waste prod-
ucts from soil organisms, and excretion and action of extracel-
lular enzymes. DOM is lost through uptake and mineralization
by soil organisms, sorption reactions with soil particles, precipi-
tation reactions, and in leachate exiting the soil profile. The con-
centration of DOM in soil is governed by all these processes, and
when expressed in terms of dissolved organic carbon (DOC),
values typically range from 5 to 50mg L' in surface and litter
horizons, and from 0.5 to 5mg L' or less in B and C horizons.
When expressed on as annual fluxes, Michalzik et al. (2001)
presented values of 10-40g DOC m year! for surface organic
horizons of temperate forest soils with an attenuation to 1-10g
DOC m year! through soil C horizons. Hope et al. (1994) sug-
gested that DOC fluxes from terrestrial ecosystems should range
from 1 to 10g DOC m~2 year! based on river DOC fluxes.

Reductions in DOC flux on passage through mineral soils
are typically attributed to the processes of biologically mediated
mineralization and adsorption to soil minerals. In a review of lab-
oratory incubation studies, Kalbitz and Kaiser (2008) indicated
that between 5% and 93% of the DOM present in soil solutions
can be biologically mineralized. Kalbitz et al. (2003) concluded
that the susceptibility to biological mineralization of DOM
derived from forest floors, peats, and A horizons decreased with
increasing degree of decomposition of the materials from which
it was derived. Aromatic compounds potentially derived from
lignin appeared to be the most biologically stable form of DOM
(Kalbitz et al., 2003). Other important chemical characteristics
of DOM that influence its reactivity, sorption behavior, and sus-
ceptibility to decomposition include its molecular size (10? to
>10° g mol™! [Homann and Grigal, 1992]), acidity (6-15mol C
kg™ [Herbert and Bertsch, 1995]), and degree of hydrophobicity.

Differential adsorption of DOC onto soil minerals in two adja-
cent catchments with similar vegetation but different geological
origins was proposed to account for the large differences in DOC
concentration in catchment drainage water (Nelson et al., 1993).
DOC sorption capacity was shown to vary significantly with soil
depth, mineralogy, and organic C content (Guggenberger and
Kaiser, 2003). Guggenberger and Kaiser (2003) found that sur-
face-mineral horizons rich in organic carbon had little capac-
ity to adsorb additional DOC (1-2g DOC m) compared to
iron- and aluminum-rich B horizons (often >150g DOC m™).
Such measurements suggest that attenuation of DOC flux with
increasing depth is most likely dominated by mineralization in
the organic-rich surface horizons and then by adsorption reac-
tions in iron- and/or aluminum-rich B horizons.

11.2.3.2 Particulate- and Mineral-Associated
Organic Materials

Other than the organic matter that enters as individual molecules
(DOM and root exudates), organic matter enters soil as particles
that can vary significantly in size and chemical composition.
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Particulate organic matter (POM) is composed of a variety of
molecular components (e.g., cellulose, lignin, lipids, proteins)
that have different availabilities to processes of decomposition.
As POM is decomposed and mixed into the mineral soil, particle
size is reduced and the potential for interacting with soil miner-
als and entering the mineral-associated organic matter fraction
increases. A variety of names have been applied to the mineral-
associated organic matter. In this work, we will use the abbrevia-
tion of mSOM to denote mineral-associated SOM. Interactions
between minerals and decomposing SOM will result in SOM/
mineral particle associations that increase in density as the
extent of association increases. The density will be greatest for
individual organic molecules adsorbed onto the surfaces of soil
minerals (mSOM). Density will be lowest for large POM par-
ticles with only a small mass of mineral particles bound to their
surfaces. As a result, methods for extracting, quantifying, and
characterizing the POM in soils are based on selective collection
of materials with different particle sizes, densities, or a combina-
tion of both (Christensen, 1996a, 2001).

A prerequisite to quantifying the allocation of SOM to dif-
ferent particle-size or density fractions is the use of disruptive
techniques that separate the soil into primary particles or aggre-
gations of particles. It is essential that any chemically or biologi-
cally induced alteration of the SOM or redistribution of SOM in
response to soil structural degradation and exposure of mineral
surfaces previously inaccessible mineral surfaces be minimized.
Thus, the use of strong acids, alkalis, or chemical oxidation pre-
treatments and the exposure of disrupted suspensions to high
temperatures for prolonged periods should be avoided.

Early approaches to SOM fractionation used a strong initial
ultrasonic disruption to disperse soil in an attempt to destroy
all aggregation and obtain a suspension of primary particles
after which particle-size and density fractionation procedures
were initiated (e.g., Baldock et al., 1992). However, Golchin
et al. (1994a) and Amelung and Zech (1999) showed that recov-
ery of coarse POM decreased with increasing sonification time
or energy resulting in a decrease in the physical size of POM
and a redistribution of carbon into finer particle-size classes.
Development of a two-step disruption process was demon-
strated to minimize these problems (Amelung and Zech, 1999).
Free POM not associated with mineral materials was removed
subsequent to an initial minimal disruption process in which
the integrity of soil aggregates was maintained. A more vigor-
ous second step achieving complete aggregate disruption and
dispersion was then applied to release pieces of SOM that were
occluded within soil aggregates and allow the separation of this
material from mSOM. In its simplest form, this approach results
in the isolation of three SOM fractions:

o fPOM—free pieces of organic residue found between soil
particles

o oPOM—occluded pieces of organic residue found within
aggregations of soil particles

o mSOM—organic matter strongly bound to mineral par-
ticle surfaces
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Additional approaches to disrupt soils and perform particle-size
and density fractionations have used a combination of sodium
saturation and physical dispersion methods (e.g., Skjemstad
et al., 2004) or have applied a more complex combination of
particle-size and density fractionation steps with increasing
amounts of disruption and/or increasing density fractionation
steps. These latter approaches have been designed to progres-
sively isolate SOM materials from free through occluded to
various fractions associated to different extents with min-
eral components (e.g., Six et al., 2001; John et al., 2005; Sohi
et al., 2005; Swanston et al., 2005).

Once isolated from bulk soil, a variety of methodologies can
be applied to particle-size and density fractions to quantify rates
of turnover and chemical composition. Acquiring A*C mea-
surements for the organic carbon found in 2000-63, 63-2, and
<2um fractions of soils allowed Trumbore and Zheng (1996) to
estimate turnover rates. After normalization of the AMC values
to those measured for the 2000-63 wm fraction, both depletions
and enrichment of C were found with decreases in particle size,
indicating a respective increase or decrease in age of the carbon
with decreasing particle size. Schoning et al. (2005) measured
the percentage of modern carbon in the Ah horizons of luvi-
sols, leptosols, and phaeozems under a European beech (Fagus
sylvatica L.) forest and found a consistent trend of decreasing
amounts of modern SOC with decreasing particle size.

The extent of decomposition and turnover times of organic
carbon found in fine (<0.2um) and coarse (0.2-2.0um) mSOM
fractions was assessed by Kahle et al. (2003) using 8"*C and A*C
measurements. Organic carbon found in the fine-clay fraction
was more enriched with *C and *C, suggesting a greater extent of
microbial processing but a shorter turnover time than coarse-clay
organic carbon. Enrichments in *C and a decrease in C/N ratio
with decreasing particle size were also observed by Amelung et al.
(1999). The general lack of consistency with respect to changes in
13C and *C enrichment with decreasing particle size suggests that
different processes of SOC stabilization operate in different soils
and that relatively young and potentially labile SOC may be stabi-
lized against mineralization, particularly through the formation
of mSOM via interactions with mineral surfaces.

The application of density fractionation, either independently or
combined with particle-size fractionation methods, has also been
used to isolate and characterize SOC fractions with different lia-
bilities. Trumbore and Zheng (1996) found that SOC in dense soil
fractions (>2.0g cm™) was more depleted in *C than that found
in less-dense fractions (<2.0g cm™). John et al. (2005) determined
the 8'*C of the following four density fractions isolated from a silty
soil that had undergone a C3/C4 plant species transition:

o Free-POM <1.6g cm™ (fPOM,, ()

o Light-occluded POM <1.6g cm™ (0POM_, ()

o Dense-occluded POM 1.6-2.0g cm™ (mSOM, ¢, ,)
o Mineral-associated SOM >2 g cm™ (mSOM,, ;)

The 8"*C data were used to calculate a mean age of the C in each
pool. Elemental analyses showed a decreasing trend in C:N ratio in
progressing from the fSOM_, ; through to the mSOM., , fractions
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that were suggested to indicate an increase in the degree of degra-
dation and humification. The mean age of SOC in these fractions
and the values obtained for percent modern carbon (Rethemeyer
et al., 2005) did not follow the same trend, suggesting that the
oldest carbon in a soil may not be the most decomposed. Such a
situation can only arise when organic materials having a chemi-
cal composition that renders them biologically labile are stabi-
lized against biological attack within the soil matrix.

A simpler density fractionation scheme using a density solu-
tion of 1.7g cm™ was used by Swanston et al. (2005) to iso-
late three fractions (fSOM,,,, 0SOM_, ., and mSOM,, ,) from
14C-labeled and unlabeled forest soils. The fSOM_, , was found
to be the most active fraction based on the measurement of SOC
content, C/N ratio, and A*C. The 0SOM_, , fraction appeared to
be less dynamic with a minimal entry of C since the labeling
event. Based on *C NMR analyses (Golchin et al., 1994a; Sohi
et al., 2001, 2005; Poirier et al., 2005), oPOM is more degraded
compared to fPOM; however, this is not consistent with the
higher C/N ratios measured by Swanston et al. (2005). Such high
C/N ratios would be consistent with the presence of a signifi-
cant amount of charcoal C, which could mask the entry of new
labeled “C into this pool based on A*C measurements alone.
13C NMR analyses of o0POM fractions shown in Figure 11.3 (Sohi
et al., 2001; Poirier et al., 2005) do indeed suggest the presence
of charcoal-like carbon given the significant resonances in the
vicinity of 130mg kg™!. A significant movement of new labeled
1C into the dense mineral-associated SOC fraction was also
measured by Swanston et al. (2005). The depleted '“C signature
of this dense fraction at the near-background control site sug-
gested that at the “C-labeled site, the dense fraction consisted
of at least two different pools of SOM: a fast-cycling pool and
an older more stable pool. The presence of a labile pool of car-
bon within the dense mineral-associated SOM fraction was

Hertfordshire
Silty clay loam
(Sohi et al., 2001)
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supported by the lack of a difference in rate of carbon respiration
from free particulate and dense mineral-associated SOM over
the first 120 days of an incubation study (Swanston et al., 2002).

Although it is challenging to apply all the methods of analysis
described to a soil sample (i.e., elemental contents and ratios, iso-
topic measurements for establishing turnover rates, and NMR to
define chemical composition), doing so allows a more complete
picture of the nature and dynamics of SOM fractions.

11.2.4 Biological Composition

Research aimed at examining SOM in a biological context have
attempted to differentiate organic matter on the basis of its sus-
ceptibility to decomposition and mineralization. Schemes devel-
oped to quantify the amount of biologically labile carbon have
taken two general approaches: (1) quantification of the amount
of carbon or nitrogen associated with the living soil microbial
biomass or (2) quantification of a product of a biological process
(e.g., CO,-C mineralized over a defined time interval).
Measurements of soil microbial biomass are assumed to be
representative of the total mass of living microorganisms present
in a soil. The importance of microorganisms to soil functioning
is well recognized (Dalal, 1998; Stockdale and Brookes, 2006).
The soil microbial biomass regulates most transformations of
SOM, responds rapidly to variations in climate or management,
and has been defined as the eye of the needle through which all
soil carbon passes (Jenkinson, 1977; Smith and Paul, 1990). Soil
microbial biomass is routinely measured using a variety of direct
and indirect techniques based on either carbon or nitrogen
dynamics. Direct techniques attempt to quantify the amount
of carbon released to the soil after a fumigation event designed
to lyse living microbial cells. The carbon released is measured
by an extraction or incubation technique (Jenkinson, 1976;

Broadbalk plot 16,
Continuous agriculture
(Poirier et al., 2005)
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FIGURE11.3 Solid-state *C NMR spectra obtained for fPOM, oPOM, and mSOM collected by Sohi et al. (2001) and Poirier et al. (2005) showing
strong unsaturated carbon resonances, particularly in the oPOM fraction, consistent with the presence of charcoal and other forms of thermally

altered organic matter.
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Vance et al., 1987a, 1987b). Indirect techniques involve quanti-
fication of the respiration response on addition of a degradable
substrate (Anderson and Domsch, 1978). Although the preced-
ing comments have focused on the use of carbon to quantify soil
microbial biomass, equivalent approaches exist based on the
measurements of nitrogen (Brookes et al., 1985), sulfur (Saggar
et al., 1981), and phosphorus (Brookes et al., 1982).

Once the measurements of extracted or mineralized carbon,
nitrogen, phosphorus, or sulfur are obtained, conversion factors
are applied to account for a lack of complete cell lysis and non-
quantitative detection. For example, conversion factors of 0.45,
0.45, and 0.40 have been suggested to convert measurements of
extracted carbon, nitrogen, and phosphorus, respectively, into
their equivalent values within soil microbial biomass (Brookes
et al., 1982, 1984, 1985; Jenkinson et al., 2004). Although these
conversion factors have been shown to be adequate for micro-
organisms in cultures, they may vary across the diverse com-
munity of microorganisms found in soils and between different
soils. Furthermore, the calculation of the size of the microbial
biomass from CO, production requires a reliable estimate of the
proportion of C that is assimilated and retained by the cell, that
is, the microbial efficiency. This microbial efficiency, is not easily
quantified, differs for different species within the soil microbial
community (Anderson and Domsch, 1973) and varies on the
basis of soil properties (Schimel, 1988) and the quality of the
decomposing residue (Hart et al., 1994).

Carbon associated with the soil microbial biomass can
account for 0.3%-7% of the total SOC (Wardle, 1992). Due to
its short turnover time of <1 year (Jenkinson and Rayner, 1977;
Jenkinson and Ladd, 1981; Ladd et al., 1981; Jenkinson and Parry,
1989; Wardle, 1992), the carbon associated with soil microbial
biomass is considered to be a component of the active or labile
pool of SOM. Measurements of soil microbial biomass are con-
sidered to provide a sensitive indicator of potential direction and
relative magnitude of management-induced changes in SOM
(Powlson and Jenkinson, 1976). However, the high spatial and
temporal variability in the measurements of the soil microbial
biomass and its dependence on soil water content, temperature,
and substrate availability in the field will limit the usefulness
of single point in time measures as a robust indictor of changes
in SOC status. This was shown in an assessment of several
Australian field trials, which indicated that very high numbers
of field replicates (up to 93) were needed to significantly detect
a 20% difference in soil microbial biomass carbon from control
treatments (Broos et al., 2007).

There is no doubt that measures of soil microbial biomass pro-
vide an assessment of the potential rate of soil biological processes.
However, such measures may or may not be related to actual bio-
logical process rates. Strong relationships will not exist where only
a certain component of the entire microbial community involved
in the process being quantified or where all individuals capable of
contributing are doing so at different rates.

Quantification of process rates provides an alternative to
define the functional capability a soil microbial population. An
example of quantifying a process rate is the measurement of the
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amount of organic carbon mineralized to carbon dioxide over a
given time period. Haynes (2005) has reviewed the use of poten-
tially mineralizable carbon and nitrogen to assess the biological
lability of SOM. In this approach, the amount of organic carbon
or nutrient (typically nitrogen) that can be converted into an
inorganic from over a defined time interval is quantified (e.g.,
Campbell et al., 1991; Franzluebbers et al., 1994). It is important
to note that the mineralization of carbon and nitrogen are not
analogous. Mineralization of organic carbon results in a gaseous
product that, for the most part, cannot be used by soil micro-
organisms and can be quantitatively recovered in an adequate
experimental apparatus. Alternatively, organic nitrogen that has
been mineralized to ammonium can be reused (immobilized)
by soil organisms, volatilized as ammonia under certain soil pH
conditions, nitrified to nitrate, and subsequently denitrified or
leached if open incubation systems are used. Estimates of gross
nitrogen mineralization are required to obtain data analogous
to carbon mineralization (Bengtsson et al., 2003; Murphy et al.,
2003; Flavel and Murphy, 2006).

Mineralization of carbon and nutrients results from a com-
plex set of biochemical processes conducted by a wide range of
organisms and thus provides a measure of soil functional capac-
ity. Organic C mineralization is often called “soil respiration,”
“basal respiration,” or “microbial respiration.” The amount or
rate of C mineralization measured over periods from a few days
to a few weeks is commonly used as an indicator of biological
activity, whereas the total amount of CO,-C released on a lon-
ger time frame (>3 months) is considered to provide information
about the fraction of SOC that is readily available to decomposer
organisms. Mineralized C can be expressed either per unit mass
of soil (mg CO,-C g soil) or as a proportion of the original SOC
present (mg CO,-C g™' SOC). When expressed per unit mass of
soil, information regarding the size of the mineralizable C frac-
tion is obtained; whereas, when expressed per unit mass of SOC,
an indication of the degradability of the organic carbon present
in a soil is obtained.

Although measurements of mineralizable nitrogen require
careful interpretation, the measure of net nitrogen mineraliza-
tion (change in inorganic nitrogen status through time) can pro-
vide a measure of the contribution that decomposition processes
can make to the supply of plant-available N. Mineralizable soil
organic N (SON) is composed of various organic substrates,
including microbial biomass, residues of recent crops (mainly
POM), and humus (HUM). The mineralizable SON can be mea-
sured as potentially mineralizable N using an aerobic incuba-
tion under optimum moisture and temperature conditions
(Franzluebbers et al., 1994; Chan et al., 2002) or under field
conditions (Dalal et al., 2005) using the method developed by
Raison et al. (1987). Attempts to correlate mineralizable SON
with measures of total SON or SOC have not been very success-
ful. It is suspected that one of the major reasons for this lack of
success is related to differences in the allocation of SON and SOC
to different forms of SOM, the variability of C:N ratio of these
materials and the impact this would have on the mineralization/
immobilization balance.
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11.2.5 Defining Biologically Relevant Soil
Organic Matter Fractions

Variability in elemental, chemical, physical, and biological com-
position provides the different components of SOM with an abil-
ity to contribute to a range of soil properties and processes (see
Section 11.4). This variability also leads to differences in rates of
turnover as demonstrated using “C measurements (e.g., Ladd
et al., 1981; Anderson and Paul, 1984; Swanston et al., 2005). In
the context of SOM turnover studies, one objective of fractionat-
ing SOM is to quantify the allocation of SOM to materials that
are differentially available to decomposition. In this section, a
conceptual model of SOM decomposition will be presented and
used to identify biologically relevant SOM fractions that can be
quantified through measurement.

Prior to the presentation of the model, decomposition and
its component processes will be defined to ensure no ambi-
guity exists pertaining to the processes being referred to.
Decomposition is used to define the alteration of the original
form of an organic material. Mineralization is used to define
the conversion of an organic form of an element into an inor-
ganic from (e.g., organic carbon to CO, or organic N to NH;).
Mineralization of carbon and nutrients is thought to dominantly
occur within cells in response to respiration and other meta-
bolic processes. The extent to which mineralization, particularly
nutrient mineralization, can occur external to cells remains
unquantified. However, if mineralization external to the cell
is a dominant process, then the concept of ecological stoichi-
ometry would be flawed and constraining carbon and nutrient
cycling simulation models with carbon to nutrient ratios would
be unsuccessful. Assimilation is defined as the use of carbon and
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other elements in an organic material to create new biochemicals
required for maintenance and growth of the decomposer com-
munity. As some of the assimilated carbon and nutrients may
be excreted in an organic form as metabolic waste products, net
assimilation should be used to refer to the amount of carbon and
nutrients taken up and retained within the decomposer commu-
nity. Additionally, since organic materials in soils are acted on
by extracellular enzymes, it is possible that substrate alteration
can occur without subsequent assimilation or mineralization.
Possible examples of this include the adsorption of products
of extracellular enzyme activity on soil mineral surfaces or the
leaching of these products through the soil profile before they
can be used. In both instances, the original organic material
is altered but not accompanied by either a mineralization or
assimilation. In the context of these definitions, decomposition
is taken to represent the total of the individual processes of min-
eralization, assimilation, and alteration.

In the decomposition model (Figure 11.4), all processes occur
in the aqueous phase of the soil and the behavior of simple
and complex substrates is differentiated. Simple substrates are
defined as soluble molecules that can cross cell membranes
without further alteration. Once inside a cell, simple substrates
can be mineralized, assimilated, or transformed into products
of metabolic activity that are excreted back into the soil solution.
Excreted metabolic products may be further transformed in the
soil solution and/or reused by individuals within the decom-
poser community. Complex substrates consist of polymeric or
multicomponent mixtures that are not soluble and cannot pass
through a cell membrane in their original state.

Additional processes are required for decomposer organisms
to use complex substrates including excretion of extracellular
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FIGURE 11.4 Schematic model of the decomposition of organic materials in soil. Substrates may exist as simple soluble molecules or in par-
ticulate form requiring enzymes to liberate molecules capable of passing cell membranes. Products of metabolic activity may or may not serve as

subsequent sources of either energy or nutrients.
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enzymes, diffusion of the enzymes to their target sites, release
of the products of enzyme activity, diffusion of the products
back to the decomposers, and uptake of the products. For both
simple and complex substrates, diffusion of soluble materials
is required, and thus, the relative position of the substrate and
the organism is important. Minimizing the path lengths of dif-
fusion of both enzymes and products will enhance the rates of
substrate decomposition and assimilation. Although each of the
various organic components identified in Figure 11.4 (extracel-
lular enzymes, products of enzyme activity, simple substrates,
and metabolic products) is grouped together in the figure, this
is only to illustrate the components involved in the process of
decomposition. In reality, all these components will diffuse
throughout the soil solution.

Baldock (2007) indicated that two types of controls oper-
ate to determine the biological stability of organic materials
in soils (Figure 11.5). Biological capability controls whether or
not a particular form of organic matter can decompose, while
biological capacity controls the rate at which decomposition
will proceed. Controls over the biological capability were sug-
gested to include three factors: chemical recalcitrance, decom-
poser capability, and protection by the soil matrix. Chemical
recalcitrance describes the type and arrangement of atoms and
bonds within an organic substrate. Some organic material in soil
offers little chemical recalcitrance to decomposition (e.g., cel-
lulose and proteins) while others contain components that are
highly resistant at least on a timescale of decades (e.g., charcoal).
Decomposer capability refers to the presence of the appropri-
ate DNA sequences required to construct the enzymes needed
to attack and decompose the molecular components within the
organic materials present. The third factor is protection by the
soil matrix, which describes whether a molecule is in a position
in the soil where it is accessible to enzymes. Biological capacity
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stability of a Biochemical Decomposer Protection by
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FIGURE 11.5 Factors important to defining the biological stability
of organic materials in soil. Factors describing biological capability
define whether a particular form of SOM can be decomposed or not.
Factors describing biological capacity define the rate at which decom-
position occurs rather than whether it will or will not occur. Rate modi-
fiers include properties such as temperature and water content, which
need to be combined with the duration of exposure to favorable con-
ditions to define the biological capacity. (Modified from Baldock, J.A.
2007. Composition and cycling of organic carbon in soil, p. 1-35. In P.
Marschner and Z. Rengel (eds.) Soil biology. Vol. 10. Nutrient cycling in
terrestrial ecosystems. Springer-Verlag, Berlin, Germany.)
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refers to processes that affect the rate of decomposition but not
whether a given molecule is decomposable. Biological capacity is
defined by a series of factors governing the rate of biological pro-
cesses (e.g., soil temperature and water content) and the duration
of exposure to favorable conditions.

Combining the model of decomposition processes (Figure
11.4) with the concepts of biological stability (Figure 11.5) pro-
vides a means to identify biologically relevant fractions of SOM
that decompose at different rates. DOM contains a variety of
molecular structures with different chemical recalcitrance
that are free to diffuse throughout the soil solution. Given the
requirement for all substrates to pass through an aqueous phase
prior to uptake and utilization by the soil decomposer com-
munity, DOM is likely to be the best indicator of the instanta-
neous availability of organic material at any given point in time.
However, quantitative estimates of DOM content are unlikely to
provide a good indication of the longer-term biological availabil-
ity of SOM.

One of the most important forms of SOM, from the point
of view of provision of a longer-term supply of energy to soil
organisms, is the POM fraction with its high content of more
easily degradable material (e.g., cellulose). POM may or may
not provide nutrients depending on its elemental ratios. POM
with high C:nutrient ratios (e.g., C/N ratio >40) will tend to
immobilize nutrients as its carbon is mineralized. This may
reduce the availability of nutrients to plants, but also enhance
nutrient retention within surface soil layers by limiting losses
due to leaching. The mSOM fraction tends to have a chemical
composition more indicative of decomposed materials [lower
C:nutrient ratios and higher ratio of alkyl:O-alkyl carbon
(Baldock et al., 1997a)]. When considered in conjunction with
its high level of interaction with mineral surfaces, the mSOM
fraction is more resistant to decomposition than the POM frac-
tion. The low C:nutrient ratios of mSOM suggest that it can
contribute significantly to the provision of nutrients to plants
and decomposer organisms. An additional fraction of SOM
that is important to consider and monitor is charcoal or black
carbon. This material has been found to account for up to 60%
of the carbon in a soil (Skjemstad et al., 1996, 1998, 1999, 2002;
Schmidt et al., 1999; Skjemstad and Taylor, 1999). Although
a fraction of newly created charcoal may be decomposable
(Hamer et al., 2004; Marschner et al., 2008), a high recalcitrance
of charcoal C to biological mineralization in laboratory-based
incubation has also been demonstrated (Baldock and Smernik,
2002). Long-residence times measured for charcoal in soil also
suggest that a significant proportion is resistant to decomposi-
tion (Pressenda et al., 1996; Skjemstad et al., 1998; Swift, 2001;
Krull et al., 2003, 2006).

Given the more recalcitrant behavior of charcoal carbon than
the other forms of soil carbon, it is important to be able to selec-
tively quantify the amount of charcoal carbon. In Figure 11.6, the
impact that the presence of increasing proportions of charcoal
carbon can have on SOC dynamics is shown using a modeling
exercise completed with a modified RothC soil carbon model. In
this modified model, the original resistant plant material (RPM)
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FIGURE 11.6 Changes in total organic carbon (TOC), 2.0-0.053 mm POC, carbon associated with the <0.053 mm fraction (HUM), and charcoal
carbon (Char-C) estimated from the RothC soil carbon model with different initial contents of charcoal carbon. For this modeling exercise, the
total organic carbon at the start of the simulation was kept constant, the fraction of noncharcoal carbon allocated to the POC and HUM frac-
tions was kept constant, and carbon inputs over the simulation period were set to zero. The DPM and two biomass pools in the RothC model were
included in the modeling exercise but are omitted from the figure. The 1970-2005 average climate data for Beverly, WA, Australia were used. The
table at the bottom of the figure gives the final values obtained after 50 years of simulation for total organic carbon and the noncharcoal organic

carbon (POC + HUM) in units of Mg C ha™! for the 0-30 cm soil layer.

and HUM fractions are equated to the POM and mSOM frac-
tions described above. For all four modeling scenarios, the same
starting level of SOC was used (127 Mg C ha™!), and the alloca-
tion of carbon to each of the noncharcoal fractions was fixed at
a given percentage of the total noncharcoal C components (27%
for POC and 69% for mSOM). Over the 50-year period, inputs
of carbon were set to 0. With increasing initial allocation of SOC
to the charcoal fraction, the decline in TOC over the simula-
tion period was reduced. However, when the dynamics of the
POC and mSOM fractions are examined, despite there being
more total carbon where charcoal accounted for 50% of the ini-
tial SOC, the amount of noncharcoal C remaining after 50 years
was largest in the soil with no charcoal. If soil productivity was
related more to the amount of mSOM carbon than charcoal car-
bon present, despite the greater loss of carbon from the soil with
no charcoal, a higher level of productivity would be retained in
this soil due to the higher amounts of mSOM maintained.

As a result of the preceding discussion, selective quantifica-
tion of biologically relevant fractions of SOM requires an allo-
cation of SOM across POM, mSOM, and charcoal fractions for
longer-term studies (weeks to years) and an additional inclu-
sion of DOM for short-term studies (hours to days). Although
many approaches varying in number of fractions isolated and
complexity of the fractionation process exist, it is suggested that
the most simple fractionation system capable of allocating SOM
to the POM, mSOM, charcoal fractions, and possibly DOM,
depending on the application, would be most practical for the

potential broadscale application of quantifying the implications
of land use and land-use change on SOM cycling. Baldock and
Skjemstad (1999) proposed a three-component fractionation
scheme to identify measurable SOM fractions for soil samples
sieved to <2mm: POC (organic carbon associated with 2000-
53 um particles), HUM (organic carbon associated with <53 um
particles), and ROC (resistant organic carbon associated with
<53um particles after removal of nonresistant materials with
UV photo-oxidation and correction with *C NMR analyses).
Recently, modifications have been made to the Baldock and
Skjemstad (1999) fractionation scheme to cover all forms of
SOM at a given location and to account for recent analyses that
have indicated the presence of significant quantities of charcoal
in the POM fraction (Figure 11.7).

11.2.6 Consistency between Biologically
Relevant Soil Organic Matter
Fractions and Pools of Carbon
in Simulation Models

Simulation models of SOC cycling (e.g., Rothamsted [Jenkinson
et al., 1987], Century [Parton et al., 1987], and APSIM [McCown
et al., 1996]) are often based on conceptual pools of carbon that
are not measured directly. The construct of most SOC models
is similar and includes fractions of SOC with a rapid turnover
(annual), moderate turnover (decadal), and slow turnover (mil-
lennial) as well as a passive or inert component. It has been
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FIGURE 11.7 Schematic presentation of the proposed methodology for defining the allocation of total SOC to its ecologically significant compo-
nent fractions. SPR-C is the organic carbon associated with plant residues on the soil surface collected on an area basis. BPR-C is the organic carbon
in buried plant residues having a size >2mm. SOC is the total amount of organic carbon found in the <2mm fraction of the soil. POC is the organic
carbon found in the noncharcoal component of particles 53-2000 wm in size. HUM is the organic carbon found in the noncharcoal component of
particles <53 um. ROC is the resistant organic carbon obtained by adding together the charcoal C found in particles <2 mm (the sum of charcoal C
found in the 53-2000 um and the <53 wm fractions). SHMP is sodium hexametaphosphate.

recognized that developing a capability to replace these con-
ceptual pools of SOC with measurable pools would offer several
advantages: (1) internal verification of appropriate allocations
of SOC to pools, (2) greater mechanistic understanding of the
implication of management and environment on the components
of SOC most affected, and (3) improved confidence in simulation
outcomes. A suitable fractionation procedure should be capable
of isolating and quantifying the allocation of SOC to pools that
differ significantly in their biological availability (Baldock, 2007).

Several methods have been proposed to link measurable frac-
tions of SOC to the conceptual pools contained within models
using density fractionation techniques (Christensen, 1996b;
Poirier et al., 2005; Sohi et al., 2005). However, the biological
availability of the carbon in each fraction of these studies was
never measured, and no attempt was made to substitute the mea-
surable pools of SOC into a working carbon simulation model to
demonstrate the utility of this proposal. Skjemstad et al. (2004)
showed that the pool structure of the RothC model could be
approximated using a three-component fractionation scheme
as described by Baldock and Skjemstad (1999). Skjemstad et al.
(2004) demonstrated that the POC, HUM, and ROC fractions

could be used to replace the RPM, HUM, and inert organic
matter (IOM) pools of the RothC model, respectively. This was
an important step forward in simulating SOC dynamics and
demonstrated the potential for “modeling the measurable”
(Christensen, 1996b; Magid et al., 1996; Baldock, 2007).

It must be noted that the soil microbial biomass (BIOf and
BIOs in the RothC model) and decomposable plant materials
(DPM in the RothC model) were not included in the fraction-
ation scheme described by Baldock and Skjemstad (1999) or used
in the RothC calibration by Skjemstad et al. (2004). The main
reasons for this were as follows:

1. Difficulties associated with quantitatively separating the
microbial biomass from the other forms of SOC

2. The questionable link between measures of microbial bio-
mass carbon and rates of mineralization of SOC

3. The contributions made by the DPM, BIOf, and BIOs
fractions to the total SOC are small and within the errors
associated with measurement of the other larger fractions

4. These fractions equilibrate quickly in SOC simulation
models
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11.3 Quantifying Soil Organic Matter
Content and Allocation
to Fractions

Soil organic matter content, as indicated in Section 11.2, is typi-
cally quantified by measuring the content of organic carbon.
Initially, measurements of SOM or SOC were completed to inves-
tigate pedogenic processes and, given its diverse and important
functions in soils (Section 11.1), to provide a measure of soil
productivity. However, being able to accurately define the con-
tent of organic carbon in soil has become important because of
the potential for soils to sequester atmospheric CO,-C (Section
11.1). An additional requirement to move beyond the measure-
ments of total organic carbon content and define the allocation
of organic carbon to its ecologically significant fractions has
emerged to support and improve predictions related to the influ-
ence of land use and management on soil carbon dynamics.

11.3.1 Direct Measurement of Soil Organic
Content and Component Fractions

Methods to measure the content of SOC have been assembled
recently by Skjemstad and Baldock (2008) and previously by
Nelson and Sommers (1996) and include dry and wet combus-
tion methods. Total C analyses involve the complete conversion
of all C (organic and inorganic) in a soil to CO, and quantifica-
tion of the evolved CO, by various means (e.g., infrared detec-
tion, increased mass of an ascarite trap, or others). Corrections
for the presence of inorganic C must be performed when using
total C methods to quantify SOC contents. Of the methodolo-
gies currently available, a dry combustion-automated analyzer
that measures CO, evolution with an infrared detector is the
preferred methodology for determining SOC, provided accu-
rate estimates of inorganic C contents can be obtained where
required or samples can be pretreated to remove all inorganic C
(Baldock and Skjemstad, 1999).

The successful calibration of the RothC model using measur-
able fractions of SOC has led to the development of the proto-
col described in Figure 11.7. This methodology differs slightly
from that presented by Baldock and Skjemstad (1999) in that
the resistant fraction (charcoal) is quantified in both the 2000-
53um particulate and <53 um HUM fractions rather than just
the HUM fraction. Once isolated and dried, the carbon content
of the various fractions (SPR-C, BPR-C, SOC, 53-2000, and
<53 um) is quantified using the dry combustion technique. The
amounts of carbon associated with the POC, ROC, and HUM
fractions are then defined after using *C NMR to quantify the
allocation of carbon to the ROC fractions in the 53-2000 and
<53 um materials (ROC, and ROCy,, respectively).

11.3.2 Proximate Analyses

The SOM fractionation process described in Section 11.1 is time-
consuming to complete (3-6 weeks to progress a sample from
start to finish depending on the contents of carbon present in the
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soil and its fractions), requires the use of expensive analytical
instrumentation (e.g., a >*C NMR spectrometer and a UV photo-
oxidizer system), and involves the use of hazardous chemicals
(e.g., HF). It would therefore be unlikely that this SOM fraction-
ation process would move beyond a research implementation
and become a routine measure available to land managers inter-
ested in understanding the impact of management practices.
Provision of a more cost-effective and rapid means of quanti-
fying SOC content and its allocation to component fractions is
required. The development of such a capability would also be
very useful to support the carbon cycling work and scenario
predictions by providing appropriate data for initializing soil
carbon models.

Diffuse reflectance mid-infrared spectroscopy (MIR) offers
a simple, rapid, and low-cost methodology that is sensitive to
both mineral and organic materials present in soils. In MIR, the
chemical bonds associated with a variety of organic functional
groups (alkyl, carbohydrate, carboxyl, amide, amine, aryl) can
be identified (Janik et al., 2007). The problem is that signals from
these components are often hidden within soil MIR spectra by
signals derived from soil mineral components. The develop-
ment of partial least squares (PLS) regression approaches and
their application to spectroscopic data has allowed the signals
obtained throughout the entire MIR spectrum to be examined
for correlation to a set of analytical values derived from tradi-
tional laboratory procedures. The ability of MIR/PLS to predict
total organic carbon was demonstrated by Janik and Skjemstad
(1995) and Janik et al. (1998). Using the PLS process detailed
by Haaland and Thomas (1988), Janik et al. (2007) applied the
MIR/PLS approach to the data collected for total organic car-
bon content and its allocation to the POC and ROC (charcoal C)
fractions. Successful calibration was achieved and used to
compare laboratory-derived analytical data with correspond-
ing data derived from the MIR/PLS predictions (Figure 11.8).
The predictive capability for total organic carbon was excellent
and that for ROC (charcoal C) was good. Agreement between
predicted and measured values for POC was not as good but
remained acceptable. Given the stronger dependence of POC
on the nature of the vegetation from which it was derived, it is
perhaps not surprising that predictability of this fraction was
lower. With time and the development of additional calibra-
tion data, it may be possible to define more specific calibrations
for POC derived from soils under different vegetation types.
The current approach defined by Janik et al. (2007) calculates
the allocation of carbon to the HUM fraction by difference
(HUM = total — particulate — resistant).

Itshould be recognized that the MIR/PLS process is completely
empirical and may be based as much on positive correlation with
MIR signals from organic materials as positive or negative sig-
nals derived from particular soil minerals. Subsequent unpub-
lished MIR/PLS work completed in the same laboratory has
indicated that although the calibrations presented by Janik et al.
(2007) provided adequate estimates of soil carbon fractions,
improved predictions could be obtained by performing sample
set-specific calibrations. To perform these sample set-specific
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calibrations, a subset of 10%-20% of the samples were selected
to span the range of predicted values, analyzed using the labora-
tory procedure and used to recalibrate the MIR/PLS estimation
procedure.

The MIR/PLS procedure appears to offer a robust, rapid, and
cost-effective way to predict the total amount of organic carbon
in soils as well as its allocation to fractions. With further testing
and development of calibration data sets, this methodology may
be able to underpin soil carbon modeling activities and provide

11.4 Functions of Organic Matter in Soil

Despite its often minor contribution to the total mass of mineral
soils, SOM can influence a variety of soil properties, ecosystem
functioning, and the magnitude of various obligatory ecosys-
tem processes (Table 11.3). The properties influenced by SOM
have been classified into three groups: biological, chemical, and
physical. It should be noted that strong interactions and interde-
pendencies exist between these groups. For example, the ability

useful data to land managers.

of SOM to chelate multivalent cations can affect its potential to

TABLE 11.3 Properties and Functions of Organic Matter in Soil

Property

Function

Biological properties
Reservoir of metabolic energy

Source of macronutrients

Ecosystem resilience

Physical properties
Stabilization of soil structure
Water retention

Thermal properties

Chemical properties
CEC

Buffering capacity and pH effects
Chelation of metals

Interactions with xenobiotics

Organic matter provides the metabolic energy, which drives soil biological processes

The mineralization of SOM can significantly influence (positively or negatively) the size of the plant-available
macronutrient (N, P, and S) pools

The buildup of significant pools of organic matter and associated nutrients can enhance the ability of an
ecosystem to recover after imposed natural or anthropogenic perturbations

Through the formation of bonds with the reactive surfaces of soil mineral particles, organic matter is capable
of binding individual particles and aggregations of soil particles into water-stable aggregates at scales ranging
from <2 um for organic molecules through to mm for plant roots and fungal hyphae

Organic matter can directly affect water retention because of its ability to absorb up to 20 times its mass of water
and indirectly through its impact on soil structure and pore geometry

The dark color that SOM imparts on a soil may alter soil thermal properties

The high-charge characteristics of SOM enhance retention of cations (e.g., AI**, Fe**, Ca?*, Mg?*, NH,*, and
transition metal micronutrients)

In slightly acidic to alkaline soils, organic matter can act as a buffer and aids in the maintenance of acceptable
soil pH conditions

Stable complexes formed with metals and trace elements enhance the dissolution of soil minerals, reduce losses
of soil micronutrients, reduce the potential toxicity of metals, and enhance the availability of phosphorus

Organic matter can alter the biodegradability, activity, and persistence of pesticides in soils
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FIGURE 11.9 Conceptual representation of the contribution that
SOM and its component fractions make to some of the soil properties
to which organic matter makes a positive contribution. Changes in the
width of the overall shape with changing clay content define the relative
contribution made by organic matter to the function defined. Within
each shape, the width of the various shadings defines the importance
of each type of organic matter to the function defined. (Adapted
from Krull, E.S., J.O. Skjemstad, and J.A. Baldock. 2005. Functions of
soil organic matter and effects on soil properties, p. 107. Cooperative
Research Centre for Greenhouse Accounting, Canberra, Australia.)

stabilize soil structure and also its biodegradability. In addition,
the effects of SOM on soil properties often involve interactions
with the soil mineral fraction. Thus, variations in SOM function
across different soils may not be solely a consequence of qualita-
tive or quantitative variations in the soil organic component but
may also arise in response to changes in soil clay content. In Figure
11.9, an attempt has been made to conceptualize this idea using a
series of shapes to illustrate the selective importance of SOM frac-
tions in performing specific functions. In Figure 11.9, the width of
the overall shape and that of the SOM components are meant to
provide an indication of the relative importance to the function
identified at the base of the figure. As the shapes widen, the rela-
tive importance increases and vice versa. Shapes have been used
in this conceptual framework due to the absence of strong quanti-
tative relationships linking SOM content and composition to the
functions identified. The generation of quantitative relationships
linking SOM content and composition to functions performed in
soil should form the basis for future research projects.

11.4.1 Biochemical Functions

11.4.1.1 Reservoir of Metabolic Energy

The most fundamental function of SOM is the provision of meta-
bolic energy, which drives soil biological processes and the direct
and indirect effects, which this has on other soil properties and
processes. Photosynthesis fixes CO, into glucose, which is then
converted into a wide range of organic compounds (e.g., cellulose,
hemicellulose, lignin, lipids, and proteins) by various enzymatic
processes. The C fixed into such compounds is deposited in or on
the soil during plant growth and as the plant or a portion of its
tissues senesce, thereby providing C substrates for soil decom-
poser organisms. Oades (1989) presented an estimate of the C flow
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through fertile grassland where primary production via photosyn-
thesis was 10Mg C ha! year™!. Of the 3Mg C ha! year™! that was
added to the SOC fraction, the soil fauna were estimated to utilize
0.3-0.45Mg C ha! year™!, while the soil microbial biomass was
estimated to utilize 2.4 Mg C ha™! year . The majority of SOM pro-
cessing is thought to be completed by the soil microbial biomass.
However, other activities of the soil fauna enhance the ability of soil
microbial decomposers to utilize organic residues added to soil.
These include (1) fragmentation of plant debris, which enhances
the surface area per unit weight of plant residue available to micro-
bial attack and (2) distributing organic materials throughout the
soil matrix, which provides an avenue for greater contact between
decomposer microorganisms and substrates. Of the various SOM
fractions, the POC fraction is suspected to play the biggest role in
the provision of metabolic energy to decomposer populations.

11.4.1.2 Source of Macronutrients

A result of SOM decomposition is the conversion of macronutri-
ents (N, P, and S) locked within organic chemical structures into
inorganic forms, which are either immobilized and used in the
synthesis of new tissues within soil organisms or mineralized and
released into the soil mineral nutrient pool. With the exception
of intensively managed soil receiving significant fertilizer inputs,
organic matter provides the largest pool of macronutrients in the
soil, with HUM being clearly the dominant fraction holding most
macronutrients. McGill and Cole (1981) proposed that the miner-
alization of C, N, P, and S followed a dichotomous system involv-
ing both biological and biochemical mineralization. Biological
mineralization is driven by the need of decomposer organisms
for C as an energy source and accounts for the mineralization
of N- and C-bonded S. Biochemical mineralization refers to the
release of phosphate and sulfate from the P and S ester pool via
enzymatic hydrolysis outside of the cell membrane. As aresultand
in contrast to organic N, organic P and S accumulation and min-
eralization in soils can occur independently of C and N dynamics.

11.4.1.2.1 Nitrogen

The soil N pool is dominated by N found in organic structures.
In soils with significant contents of K*-containing clay minerals
(e.g., illite) capable of fixing NHj, approximately 90% of the soil
N is contained in organic structures, 8% exists as fixed NHj, and
1%-3% can be found in the inorganic plant-available pool (NO3
and NH3). In soils with little capacity to fix NH; in clay miner-
als, the proportion of organic N is >97% and the inorganic frac-
tion is 1%-3%. On a global scale, S6derlund and Svensson (1976)
estimated that the organic N fraction of soils accounted for 95%
of the total soil N pool, which is equivalent to the average value
presented by Bremner (1968).

SON has been traditionally divided into the following five
fractions based on a variety of acid hydrolysis procedures: (1)
acid-insoluble N, (2) ammonia N recovered after hydrolysis, (3)
amino acid N, (4) amino sugar N, and (5) hydrolyzable uniden-
tified N. Data summarized by Stevenson (1994) for 11 studies
where acid hydrolysis procedures were applied to different soil
types showed that there was as much variation in the contents
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of each form of N within similar soils as between different soil
types. The proportions of each form of organic N were 7%-44%
acid-insoluble N, 9%-37% ammonia N, 13%-50% amino acid N,
1%-14% amino sugar N, and 4%-40% hydrolyzable unidentified
N. Although methodological differences may account for a por-
tion of the large variations noted in the composition of SON,
it is evident that approximately 50% of the total soil N cannot
be identified by acid hydrolysis procedures (acid-insoluble N +
hydrolyzable unidentified N).

Initial attempts to identify the chemical composition of
unidentifiable organic N utilized gel filtration followed by acety-
lation and GC/MS (Schnitzer, 1985; Schnitzer and Spiteller, 1986).
Schulten et al. (1995, 1997) used Curie-point—Py-GC/MS with
N-selective detection of the pyrolysis products. These studies sug-
gested that heterocyclic N compounds represented an important
component of unidentified SON (see Schulten et al., 1997, for
examples of the chemical structure of the heterocyclic N com-
pounds). The formation of heterocyclic N compounds via non-
biological fixation of ’NH, by humic substances (IHSS Suwannee
River fulvic acid and peat and leonardite humic acids) and by
reacting '*N-labeled aniline with humic materials was noted by
Thorn and Mikita (1992) and by Thorn et al. (1996), respectively.
In contrast to these results, studies utilizing solid-state "’N NMR
spectroscopy have failed to observe substantial contributions
from heterocyclic N, and spectra tend to be dominated by signals
arising from amides and terminal amino groups (Clinton et al.,
1995; Knicker and Liidemann, 1995; Knicker et al., 1995). Further
effort is required to address these inconsistencies and to quanti-
tatively characterize the composition of the fraction of N, which
cannot be identified by conventional acid hydrolysis procedures.

11.4.1.2.2 Phosphorus

The composition and cycling of soil organic P have been reviewed
by Stevenson (1986, 1994) and Sanyal and Datta (1991). Asaresult
of potential adsorption and inorganic precipitation reactions
capable of reducing the availability of P in soils, mineralization
of organic P is important to soil fertility (Tiessen et al., 1984;
Beck and Sanchez, 1994). The relative importance of organic
P as a nutrient source tends to be greater on highly weathered
soils (Duxbury et al., 1989). The principal organic P-containing
compounds in soils and their approximate proportions include
inositol phosphates (2%-50%), phospholipids (1%-5%), nucleic
acids (0.2%-2.5%), trace amounts of phosphoproteins, and met-
abolic phosphates (Stevenson, 1994). Soil organic P accounts for
avariable proportion of the total soil P. Halstead and McKercher
(1975) and Uriyo and Kesseba (1975) presented soil organic P
values ranging from 4 to 1400 g g soil, which accounted for
3%-90% of the total soil P. Uriyo and Kesseba (1975) derived the
relationship between organic P and organic C given in Equation
11.8, which produces an organic C:P ratio of 115 and is consis-
tent with the average value of 117 proposed by Stevenson (1994):

Organic C (mgg ™ soil)

= 4.9 +0.059 organic P (mgg~'soil) (R* =0.49).  (11.8)

11-21

11.4.1.2.3 Sulfur

Reviews of the cycling and chemical composition of soil organic
S include Stevenson (1986, 1994) and Nguyen and Goh (1994).
Sulfur-containing organic compounds found in soils are gener-
ally grouped into two pools: compounds in which the S can be
reduced to H,S by hydroiodic acid (HI) and compounds in which
the S is directly bound to C. The HI-reducible fraction consists
mainly of ester sulfates (C-O-S bonds) and some ester sulfa-
mates (C-N-S bonds). The C-bonded S fraction contains amino
acid S (C-S bonds) or sulfonates (C-SO; bonds). The ester sul-
fates and sulfamates are typically associated with aliphatic side
chains of soil organic compounds (Bettany et al., 1979), while the
C-bonded S is incorporated along with C and N into the core of
soil organic compounds and is generally less biologically acces-
sible (McGill and Cole, 1981; Stewart and Cole, 1989). Organic S
typically accounts for >90% of the total S found in nonsaline and
nontidal soils (Nguyen and Goh, 1994; Stevenson, 1994).

11.4.1.3 Ecosystem Resilience

The resilience of an ecosystem can be defined as its capacity to
return to its initial state after being subjected to some form of dis-
turbance or stress (e.g., Webster et al., 1975; DeAngelis, 1980). The
important role played by SOM in determining the resilience of an
ecosystem can be exemplified by a comparison of the contents of
chemical energy and nutrients stored within the soil organic frac-
tions in several ecosystems. In temperate grasslands, high SOM
contents result from large belowground additions of photosynthate,
limited leaching, and slow decomposition rates. Storage of C in such
ecosystems is greater in the soil than in vegetation (Szabolcs, 1994).
The large store of chemical energy and nutrients contained in SOM
offers resistance to the loss of soil fertility induced by natural or
agricultural disturbance. Temperate grassland soils (e.g., mollisols)
will remain agriculturally productive with limited inputs for many
years, despite the mining of energy and nutrient reserves contained
within SOM (Janzen, 1987; Tiessen et al., 1994). Such systems can
be considered resilient, at least initially, but one must question how
long such systems can be sustained. Tiessen et al. (1983) showed
that rates of organic P mineralization in a grassland soil were in
excess of crop requirements over the first 60 years of agricultural
production. Subsequent to the first 60 years, only the less labile, low-
energy-providing forms of organic matter remained, and organic P
mineralization rates decreased below crop demand.

In temperate forests, SOM contents are less than that of
temperate grasslands and more C and nutrients are stored
in aboveground vegetation than in the readily available soil
organic materials (Szabolcs, 1994). As a result, the impact of a
natural disturbance such as fire can significantly deplete eco-
system stores of energy and nutrients, and ecosystem recover-
ies (resilience) are slow due to low residual contents of SOC and
associated nutrients. Where temperate forests are cleared and
agricultural production is initiated, SOM losses must be mini-
mized; however, production systems that increase SOM and
nutrient reserves (e.g., crop rotations including legume pastures)
can lead to highly productive and sustainable agriculture.
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In tropical forest ecosystems, the storage of energy and nutri-
ents in vegetation dominates, and the rapid utilization of plant
residues by decomposer organisms and cycling of nutrients
maintain ecosystem stability. This, when coupled with the low
stores of energy and nutrients in organic matter of tropical soils,
indicates a reduced importance of SOM in ecosystem resilience
(Anderson, 1995). A comparison of a temperate grassland mol-
lisol with a tropical oxisol (Tiessen et al., 1994) demonstrated the
important contribution of SOM to the resilience of the grassland
soil and its reduced significance in the tropical soil.

11.4.1.4 Stimulation and Inhibition of Enzyme
Activities and Plant and Microbial Growth

Research pertaining to the impacts of SOM on plants, microor-
ganisms, and enzyme activities has typically used humic sub-
stances (e.g., humic and fulvic acids) as surrogates for SOM. The
influence of humic and fulvic acids, tannins, and melanins on
the activity of various enzymes was summarized by Ladd and
Butler (1975), Miiller-Wegener (1988), and Gianfreda and Bollag
(1996). Based on earlier studies, Ladd and Butler (1975) con-
cluded that the effect of humic acids on the activity of proteolytic
enzymes varied and that the mechanism of humic acid-enzyme
interaction involved primarily the carboxyl groups of humic
acids. Inhibition of nonproteolytic enzyme activities by humic
acids has also been demonstrated (Sarkar and Bollag, 1987).
Miiller-Wegener (1988) indicated that possible humic acid-
enzyme interactions, which could impact on enzyme activity,
included the following: (1) a direct interaction of the humic acid
with the enzyme resulting in a modification of enzyme struc-
ture or changes in the functioning of active sites, (2) interference
in the equilibrium of the enzyme reaction via the humic sub-
stances acting as analogue substrates, and/or (3) a reduction in
the availability of cations, which often act as cofactors required
for enzyme catalysis or structural stabilization of the protein
molecule, by fixation on the humic acid molecule.

The influence of soil humic substances on plant growth and
cellular activity have been reviewed (Chen and Aviad, 1990;
Clapp et al., 2001; Varanini and Pinton, 2001; Nardi et al., 2002)
and are generally attributed to direct (e.g., enhanced biochemi-
cal activity of plants) and indirect (e.g., increased efficiency
of nutrient uptake) effects typically involve the absorption or
adsorption of humic substances and the impact of these pro-
cesses on biochemical properties at cell walls, cell membranes,
and/or in the cytoplasm. Information on the impacts of humic
materials in field studies is scarce and often confounded with
other impacts of humic materials on soil properties (e.g., cat-
ion exchange capacity [CEC], nutrient status). Favorable effects
on plants grown in defined media have included the following:
(1) increased uptake of water and germination rate of seeds, (2)
enhanced growth of shoots and roots as assessed by measure-
ments of length and fresh and/or dry mass, and (3) increased root
elongation, number of lateral roots, and root initiation (Nardi
et al.,, 1996, 2002). Canellas et al. (2009) found that exposure of
maize seedlings to solutions with 20 mg of humic acid carbon
per liter for 7 days significantly altered metabolic activity and
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enhanced root growth (length or density). Da Rosa et al. (2009)
observed enhanced growth and K uptake by common beans
when exposed to humic substances extracted from charcoal.
Vaccaro et al. (2009) noted positive effects on growth and enzy-
matic activity of maize seedlings when exposed to the hydro-
philic component or the entire soluble component extracted
from a compost. Verlinden et al. (2009) noted an overall positive
effect on dry matter yield and N uptake for a variety of plants
(permanent grassland, maize, potato, and spinach) due to the
application of humic substances originating from leonardite for-
mations. Such positive effects on plant growth have been postu-
lated to result from increased permeability of cell membranes,
increased chlorophyll content, increased rates of photosynthesis
and respiration, enhanced protein synthesis resulting from a
stimulation of ribonucleic acid synthesis, and enhanced enzyme
activity (Vaughan and Malcolm, 1985).

Addition of humic substances to soil can also influence the
activity of soil microorganisms through the provision of a
metabolizable source of carbon, increased nutrient supply, and
enhanced permeability of cell membranes toward required
solutes (Valdrighi et al., 1996). Addition of humic substances
at concentrations <30mg L™! to a nutrient solution increased
growth rates in microbial cultures (Visser, 1985). Humic acid
addition was also found to stimulate in vitro growth and activity
of aerobic nitrifying bacteria, but not actinomycetes or filamen-
tous fungi (Vallini et al., 1993, 1997; Valdrighi et al., 1995, 1996).
A greater promotion of microbial growth has been noted as
the molecular weight of the added humic substances decreased
(Garcia et al., 1991; Valdrighi et al., 1995). It has been suggested
that interactions between added humic materials and micro-
bial cell surfaces (Stehlickova et al., 2009) or humic materials
and hydrophobic pollutants (Vacca et al., 2005) may be respon-
sible for enhanced rates of decomposition and mineralization.
Enhanced microbial activity due to the addition of humic sub-
stances is not always noted, particularly where the added humic
substances form the sole source of available carbon (Filip and
Tesarova, 2004). Whiteley and Pettit (1994) noted a decreased
ability to decompose wheat straw in the presence of humic acid
derived from lignite, and Yasmeen et al. (2009) observed that
humic acids isolated from oil palm compost inhibited the myce-
lial growth indicating the presence of a fungicidal activity.

11.4.2 Physical Functions
11.4.2.1 Stabilization of Soil Aggregates

Organic matter is considered important to the maintenance of
the structural stability of a wide range of soil types including
mollisols, alfisols, ultisols, and inceptisols. Its importance tends
to be less in oxisols and andisols, where hydrous oxides play an
important stabilizing role, and in self-mulching soils (e.g., some
vertisols), which contain clays with a high shrink/swell poten-
tial. In soils where organic matter is an important agent bind-
ing mineral particles together, a hierarchical arrangement of soil
aggregates exists in which aggregates break down in a stepwise
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manner as the magnitude of an applied disruptive force increases
(Tisdall and Oades, 1982; Oades and Waters, 1991; Oades, 1993).
Golchin et al. (1997a) and others have proposed the existence of
three levels of aggregation: (1) the binding together of clay plates
into packets <20 um, (2) the binding of clay packets into stable
microaggregates (20-250um), and (3) the binding of stable
microaggregates into macroaggregates (>250 Lm).

The importance and nature of the organic materials associ-
ated with each level of aggregation varies. At the scale of packets
of clays, aggregation is primarily dictated by soil mineralogical
and chemical properties important in controlling the extent of
dispersion and is often a function of pedological processes. The
binding together of clay packets to form microaggregates occurs
via a range of mechanisms. The dominant mechanism is pro-
posed to involve polysaccharide-based glues (mucilages or muci-
gels) produced by plant roots and soil microorganisms (Ladd
et al., 1996). Emerson et al. (1986) presented transmission elec-
tron micrographs showing mucilage located between packets
of clay plates. Small microaggregates (<53 um) held together by
humified organic matter and biologically processed materials are
bound together around a particulate organic core (Oades, 1984;
Elliott, 1986; Beare et al., 1994a; Golchin et al., 1994b) to produce
larger microaggregates and small macroaggregates <2000 m.
Macroaggregates >2000Lm are stabilized by the presence of
roots, fungal hyphae, and larger fragments of plant residues,
which interconnect soil aggregates via bonding to aggregate sur-
faces, penetration into or through aggregates, and/or physical
enmeshment (Tisdall and Oades, 1982; Churchman and Foster,
1994; Foster, 1994).

11.4.2.2 Water Retention

Organic materials can influence soil water retention directly
and indirectly. SOM can absorb and hold substantial quantities
of water, up to 20 times its mass (Stevenson, 1994). This direct
effect, however, depends on the morphological structure of the
organic materials and will not impart any beneficial effect to the
soil unless it serves to enhance the ability of soil to hold water at
potentials within the plant-available range. Organic matter in the
form of surface residues can also influence water retention directly
by reducing evaporation and increasing the infiltration of water.
The indirect effect of SOM on water retention arises from its
impact on soil aggregation and pore-size distribution, and thus
on plant-available water-holding capacity, AWHC, of the soil
(the difference between volumetric water content at field capac-
ity and permanent wilting point). This effect is best exemplified
by the inclusion of SOC content as a significant parameter in
pedotransfer functions, which predict pore-size distribution
(e.g., Vereecken et al., 1989; da Silva and Kay, 1997; Kay et al,,
1997). Equation 11.9 presents the pedotransfer function derived
by da Silva and Kay (1997) to describe the relationship between
volumetric water content, 6, (m® m=), and matric potential,
v (MPa), clay content, CL (%), organic C content, OC (%), and
bulk density, BD (Mg m). Using this equation, Kay et al. (1997)
calculated predicted changes in AWHC for soils ranging in clay
content from 7% to 35% when organic C content was increased
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by 0.01kg kg'. Increases in AWHC of 0.039 and 0.020 (m> m~3)
were obtained for the soils with 7% and 35% clay, respectively,
at a relative bulk density of 0.75. Application of the same equa-
tions to a data set acquired by Wegner et al. (1989) for 80 South
Australian red brown earths (alfisols) showed that the increase in
AWHC induced by increasing organic C content by 0.01kg kg™
soil could be expressed by Equation 11.10. These results indicate
that the presence of additional organic matter enhances AWHC
of soils. Although the magnitude of the increase decreases with
increasing clay content, building SOC content would be expected
to be more difficult on a sand than on a clay soil:

0, =ay, (11.9)

where
a =exp(-4.15+0.68InCL + 0.42InOC + 0.271nBD),

b=-0.54+0.11InCL +0.02InOC + 0.101InBD,

Change in AWHC = —0.0012(%clay) + 0.055(R* = 0.82). (11.10)

11.4.2.3 Soil Thermal Properties

The typical dark color of SOM contributes to the dark color of
surface-mineral soils and can enhance soil warming and pro-
mote biological processes related to temperature in cooler cli-
mates (e.g., plant growth and mineralization of C and nutrients
contained in SOM). However, the presence of litter layers or
organic horizons can insulate a soil against fluctuations in air
temperature and solar heating. On several Canadian forest soils
subject to cold winters and cool springs, average soil tempera-
tures and the growth of fertilized seedlings were greater where
the litter layers were removed compared to where they were left
intact (Burgess et al., 1995). Similar effects have been observed in
acomparison of cropping systems, which leave different amounts
of crop residue on the surface of the mineral soil (Fortin, 1993).

11.4.3 Chemical Functions

11.4.3.1 Cation Exchange Capacity

Organic matter contributes 25%-90% of CEC of the surface lay-
ers of mineral soils and practically all of the CEC of peats and
forest litter and humus layers (Stevenson, 1994). The percent
contribution is greatest for soils with low clay content or where
the clay fraction is dominated by minerals with a low-charge
density, such as kaolinite, and is lowest for soils with high con-
tents of highly charged minerals, such as vermiculite or smec-
tite. Organic matter will contribute most significantly to soil
CEC in sandy soils.

The contribution of organic matter to soil CEC is pH depen-
dent. At typical soil pH values (>5), the CEC of organic matter
is derived principally from carboxyl functional groups, but phe-
nol, enol, and imide groups may also contribute at higher pH
values. Given that an increase in degree of oxidation is typically
associated with decomposition of organic materials in soil, more
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highly degraded organic materials would be expected to have a
higher CEC than their less decomposed analogues. An increase
in CEC was noted by Roig et al. (1988) during the degradation
of manure over time. Beldin et al. (2007) measured the CEC of
light and heavy soil fractions and found a positive correlation
between CEC and %C for the light fractions but not for the heavy
fractions, presumably due to the high content of mineral soil
constituents that contribute to CEC in the heavy fractions (e.g.,
clay). The result from Beldin et al. (2007) and results obtained
for black carbon by Liang et al. (2006) indicate that the different
forms of SOM found in soil will contribute differently to CEC
and that significant contributions can be made by the nonhumi-
fied components of SOM.

Beldin et al. (2007) also noted that predicted whole soil CEC
values obtained by mathematically combining the CEC values
measured for the light and heavy fractions on a mass basis were
much greater than those measured for the whole unfractionated
soils. The potential for carboxylic acid groups to be involved in
organomineral interactions and the complexation of cations
may reduce their ability to contribute to soil CEC. CEC mea-
surements made on organic matter fractions isolated from soils
must therefore be treated with caution, particularly where the
potential exists to break organomineral associations and dis-
place complexed cations during the fractionation process.

One approach used to assess the impact of SOM on soil CEC
has involved performing CEC measurements before and after
organic matter removal (Tan and Dowling, 1984; Thompson
et al., 1989; Turnpault et al., 1996). However, this approach may
result in an underestimation of the CEC of SOM since organic
matter removal may expose inorganic CEC sites that were previ-
ously involved in organomineral interactions and not capable of
contributing to whole soil CEC. Derivation of regression rela-
tionships between CEC and SOM/carbon has also been used to
define the contribution of organic materials to soil CEC (Asadu
et al., 1997; Oorts et al., 2003; Liang et al., 2006; Rashidi and
Seilsepour, 2008; Seilsepour and Rashidi, 2008; Yimer et al.,
2008). CEC values generated for SOM have ranged from 15 to
>600 cmol. kg™ C. As a general rule, each weight percentage of
SOC contributes approximately 3 cmol_ kg™ soil (300 cmol. kg™
SOC) to the CEC of neutral permanent charge soils (McBride,
1994) and approximately 1cmol. kg™ soil (100 cmol, kg™ SOC)
to the CEC of variable charge soils (Oades, 1989).

11.4.3.2 Buffering Capacity and Soil pH

The presence of weakly acidic chemical functional groups on soil
organic molecules that can act as conjugate acid/base pairs makes
SOM an effective buffer. The diversity in chemical composition of
the functional groups (e.g., carboxylic, phenolic, acidic alcoholic,
amine, amide, and others) provides organic matter with the abil-
ity to act as a buffer over a wide range of soil pH. James and Riha
(1986) reported buffer capacities of 18-36 and 1.5-3.5cmol. kg™
(pH unit)™! for the organic and mineral horizons, respectively,
of forest soils. Starr et al. (1996) obtained a good correlation
between acid buffer capacity and organic matter content for
29 organic and 87 mineral soil horizons (E, B, and C horizons)
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exhibiting buffering capacities of 9.8-40.8 and 0.1-5.2 cmol_kg™!
(pH unit), respectively. For 59 agricultural soil samples taken
from the 0-15cm layer of cultivated fields, Curtin et al. (1996)
noted that titratable acidity could be described by Equation 11.11
in which the terms OC and clay represent the soil organic C and
clay contents expressed in units of kg kg™ soil and ApH is the
reference pH (e.g., 8) minus the initial pH. Assuming the organic
C content of SOM is 58%, Equation 11.11 indicates that the
buffering capacity offered by organic matter was approximately
34 cmol_ kg™ (pH unit)~! and was an order of magnitude greater
than that offered by clay (34 versus 3 cmol, kg™ [pH unit]™). The
average clay/organic C ratio for the soils studied by Curtin et al.
(1996) was 7.9/1, indicating that even though most soils con-
tained much more clay than organic C, organic C accounted for
about two-thirds of the soil buffering capacity.

Titratable acidity to pH 8

=0.02+590CApH +3.0 clayApH (R* =0.95).  (1L.11)

Addition of organic matter to soil may result in increases or
decreases in soil pH, depending on the influence that the addi-
tion has on the balance of the various processes that consume
and release protons. A detailed presentation of these soil pro-
cesses and their ability to release or consume protons is given
by van Breemen et al. (1983). Factors that need to be considered
include the chemical nature of the soil and that of the organic
materials added as well as environmental properties including
water content and extent of leaching. The net effect of adding
organic matter to acidic soils is generally an increase in pH values
(e.g., Yan et al., 1996; Pocknee and Sumner, 1997) with the main
processes leading to the increase being (1) a decomplexation of
metal cations, (2) mineralization of organic N, and (3) denitrifi-
cation. Pocknee and Sumner (1997) found that on the acid Cecil
soil, the extent of the increase in pH was controlled by the N con-
tent to basic cation content ratio. The decarboxylation of organic
acids has also been shown to increase the pH of acid soils (Yan
et al., 1996). Under alkaline soil conditions, however, these pro-
cesses would be ineffective and would contribute to a reduction
in soil pH as a result of their influence on soil CO, concentra-
tions. The addition of organic matter to alkaline soils tends to
acidify them especially under waterlogged and leaching condi-
tions (Nelson and Oades, 1997). The main processes involved in
the acidification of alkaline soils on addition of organic materials
include (1) mineralization of organic S and P, (2) mineralization
followed by nitrification of N, (3) leaching of the mineralized
and nitrified organic N, (4) dissociation of organic ligands, and
(5) dissociation of CO, during decomposition.

11.4.4 Complexation of Inorganic Cations

The presence of various functional groups on SOM provides
the capacity for interaction with inorganic cations. Possible
interactions can take the form of simple cation exchange reac-
tions, such as that between negatively charged carboxyl groups
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and monovalent cations, or more complex interactions where
coordinate linkages with organic ligands are formed, such as
occurs between amino acids and Cu?* (Harter and Naidu, 1995;
Baldock and Skjemstad, 2000). The influence that the complex-
ation of inorganic cations by SOM has on soil properties and
processes includes the following:

1. Altered solubility and degradability of associated organic
materials (Skyllberg and Magnusson, 1995; Christl and
Kretzschmar, 2007; Scheel et al., 2007)

2. Increased availability of insoluble mineral P through
complexation of Fe3* and AI** in acid soil and Ca?* in
calcareous soil, competition for P adsorption sites, and
displacement of adsorbed P (Stevenson, 1994; Cajuste
etal., 1996)

3. The release of plant nutrients through the weathering of
rocks and soil parent materials by the removal of struc-
tural cations from silicate minerals (Robert and Berthelin,
1986; Tan, 1986)

4. Enhanced availability of trace elements in the upper por-
tion of the soil profile as a result of upward transloca-
tion by plant roots and subsequent deposition on the soil
surface and complexation during residue decomposition
(Stevenson, 1994)

5. Facilitated adsorption of organic materials to soil miner-
als, which aids in the generation and/or stabilization of
soil structure (Oades, 1984; Emerson et al., 1986)

6. Buffering of excessive concentrations of otherwise toxic
levels of metal cations (e.g., AI**, Cd?*, and Pb**; Anderson,
1995)

7. Pedogenic translocation of metal cations to deeper soil
horizons (McKeague et al., 1986) and the formation of
minerals (Huang and Violante, 1986)

11.5 Factors Determining the Content
of Organic Matter in Soil

The amount of organic matter present in a soil is defined by the
balance between the competing rates of input and loss of organic
matter. Rates of input are typically defined by the amount of plant
residue added to the soil. Any practice that enhances the amount
of carbon captured by plants and the return of organic residues to
the soil (above- and belowground) will increase inputs. For exam-
ple, appropriate use of fertilizers to maximize productivity will
also maximize returns of organic residues to the soil under any
given management regime. Other factors such as the availability
of water may place an upper limit on input rates by constraining
potential plant productivity and thereby placing an upper limit
on input rates. Where organic wastes are available (e.g., munici-
pal green waste, residual materials derived from animal produc-
tion, and biosolids), their application to soil can increase rates of
input beyond that defined by environmental, soil, and manage-
ment factors that normally limit plant production.

Losses of organic matter from soil result from decomposi-
tion and subsequent mineralization of organic carbon and its
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associated elements. Processes that accelerate decomposition
increase the rate of loss. Additionally, losses of organic matter
can occur through erosion or leaching. Erosion losses are rapid
and event driven and may be catastrophic in localized areas.
Losses by leaching are typically small compared to mineraliza-
tion losses, but over time can lead to a significant removal or
redistribution of organic matter within the soil profile.

During pedogenesis, organic matter accumulation in soil goes
through a series of development phases. In the initial phase, a
slow colonization by photosynthetic organisms occurs. A lack
of available nutrients places a ceiling on the amount of CO,-C
that can be fixed. Low rates of carbon capture and low nutri-
ent status limit both production and decomposition of SOM.
Accumulation of SOM in this phase, expressed in units of g m=2,
proceeds slowly and can be aided by interactions with soil min-
eral components that are capable of biologically protecting SOM
against decomposition. With continued soil development, SOM
content and the activity of decomposer organisms increase to a
point where a continued supply of nutrients in a plant-available
form is reached. At this point, the rate of CO,-C capture and
organic matter deposition is greater than mineralization, and
SOM accumulates at an exponential rate. With increasing SOM
content, the ability of the soil to protect additional organic matter
declines and an increasing proportion of added organic matter
remains accessible to decomposition. As a result, the increase in
organic matter content through time proceeds through an
inflection point and then begins to decrease. Once the capac-
ity for biological protection offered by soil mineral components
is approached, the rate of mineralization of SOM tends toward
the rate of deposition of fresh organic residues and SOM levels
approach an equilibrium value. It is important to note that this
biological protection rarely equates to a permanent and complete
removal of organic C from the decomposing pool, but rather
to a reduction in its rate of decomposition, when compared to
similar materials existing in an unprotected state (Baldock and
Skjemstad, 2000). As the older protected C is slowly mineralized,
its position in the biologically protected pool is replaced with
younger modern organic C.

The progression of SOM content with soil development and the
magnitude of the equilibrium level of SOM will also depend on
interactions, which occur between the factors of soil formation.
Where cold and water-saturated soil conditions persist, decom-
position is confined to slow anaerobic processes and organic
matter contents expressed in units of gram per square meter may
continue to increase leading to the formation of organic soils.
In sandy soils, the extent of biological protection offered by the
soil mineral component will be lower than that offered by clay-
rich soils and large differences in SOM content can develop.
Therefore, with the exceptions of peatland and wetland soils,
which have been estimated to accumulate 0.1-0.3Pg C year™
globally (Post et al., 1990), organic matter levels in soil do not
increase indefinitely but rather tend to equilibrium values dic-
tated by the soil-forming factors of climate, biota (vegetation and
soil organisms), parent material, and topography (Baldock and
Skjemstad, 1999; Six et al., 2002).
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An additional factor that must be considered in an examina-
tion of factors influencing organic matter contents in soils used
for agriculture and forestry is land management practice. Land
management can induce rapid and drastic changes to equilib-
rium contents of SOM attained under natural undisturbed
conditions and completely override the influence of soil-forming
factors. For example, the conversion of native ecosystems to
agriculture often, but not always (Skjemstad and Spouncer,
2003), results in a net loss of SOM (Mann, 1986; Davidson and
Ackerman, 1993; Paustian et al., 1997b).

When measurements of SOM are conducted on perturbed
systems, it must be acknowledged that they may still be in the
process of attaining a new equilibrium content. When combined
with the potential impacts that variations in climatic conditions
can have, it can be difficult to detect the true direction of SOM
change induced by alterations to land use at timescales <10 years.
In fact, more than 50 years may be required to reestablish equi-
librium conditions representative of a new land use (Baldock and
Skjemstad, 1999). Combining this observation with early results
presented by Jenny (1930) suggests that the relative importance
of the soil-forming factors on SOM content can be viewed as
management > climate > biota (vegetation and soil organisms) >
topography = parent material (Baldock and Skjemstad, 1999).

An independent evaluation of the influence of any single factor
on SOM contents is difficult because of the requirement that all
other factors remain constant. Variations in the soil-forming fac-
tors experienced on a landscape scale and the interdependence
of these factors contribute to the large variability noted for SOM
contents, even within localized areas. When trying to assess
changes of SOM content in a soil, it must be noted that rates of
change in SOM (typically less than 0.5 Mg C ha™! year™) are quite
small compared to the large amounts of SOM often present (as
high as 100 Mg C ha™!, or more, in the top 60 cm soil layer; Ellert
etal., 2008). Thus, changes in SOM can only be reliably measured
over a period of years or even decades (Post et al., 2001). Since
the distribution of SOM in space is inherently variable, tempo-
ral changes (e.g., attributable to management practices, envi-
ronmental shifts, successional change) must be distinguishable
from spatial ones (e.g., attributable to landform, long-term geo-
morphic processes, nonuniform management) to assess whether
SOM is either increasing or decreasing (Ellert et al., 2008).

Computer simulation models of SOM dynamics, as defined
through changes in SOC (Jenkinson et al., 1987; Parton et al.,
1987; McCown et al., 1996), can be used to provide valuable
information pertaining to the interaction of soil-forming factors
on SOC levels and thus, ecosystem functioning, provided the
models are structured appropriately. However, it is essential that
field data are available to validate predictions (Burke et al., 1989).

11.5.1 Climate

Climate impacts SOM content primarily through the effects
of temperature, moisture, and solar radiation on the array and
growth rate of plant species and the rate of SOC mineralization.
Post et al. (1982) found that the amount of SOC was positively
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correlated with precipitation and, at a given level of precipita-
tion, negatively correlated with temperature. Similar results
were observed by Guo et al. (2006) in an analysis of factors con-
trolling SOC in the United States using maps generated from
the State Soil Geographical database (STATSGO). Guo et al.
(2006) found that SOC content increased as the mean annual
precipitation (MAP) increased up to 700-850 m and then fluctu-
ated as the MAP increased further. When other variables were
highly restricted, there was a clear decline in SOC with increas-
ing temperature. In the Great Plains of North America, precipi-
tation controls NPP and temperature is considered to exert its
strongest control over rates of SOC mineralization (Parton et al.,
1987; Sala et al., 1988; Burke et al., 1989). Ladd et al. (1985) com-
pared the mean loss of “C-labeled plant residues from four soils
in South Australia with that obtained by Jenkinson and Ayanaba
(1977) for soils in England and Nigeria and observed a doubling
of the rate of substrate C mineralization for an 8°C -9°C increase
in mean annual temperature. An influence of temperature on
decomposition can also be inferred from *C content of SOC,
which showed a latitudinal gradient in the mean residence time
of SOC (Bird et al., 1996).

The observed trend of decreasing SOC content with increas-
ing temperature implies that the relative temperature sensitiv-
ity of decomposition is greater than that of NPP. Because of the
strong interactions between temperature, water availability, and
substrate quantity, it is difficult to assess the temperature depen-
dence of decomposition without confounding effects. In a com-
pilation of data extracted from controlled incubation studies
where water limitations were avoided and a common substrate
was used at all temperatures, Kirschbaum (1995) showed that
the Q,, value (rate of change of a process with a 10°C temper-
ature increase) of C mineralization from soil was greater than
that for NPP developed by Lieth (1973), especially at tempera-
tures <15°C. Increases in temperature, particularly when start-
ing from temperatures <15°C, will enhance decomposition more
than NPP. The greater sensitivity of carbon mineralization to cli-
matic variation was also observed at a regional (Goulden et al.,
1998; Saleska et al., 2003) and global scale (Hicke et al., 2002).
Hicke et al. (2002) showed that the variability in NPP was con-
siderably less than the variability in growth rate of atmospheric
CO, using inverse modeling, suggesting that the cause of the
year-to-year variability in carbon fluxes is largely from varying
rates of respiration rather than photosynthesis.

Climate has also been shown to affect the chemical structure
of SOC. Using Py-GC to characterize the chemical structure of
SOC in a climosequence of nine New Zealand soils, Bracewell
et al. (1976) observed significant correlations between changes in
the intensity of peaks in the chromatograms and MAP and tem-
perature. By including both temperature and precipitation in a
regression analysis, the resultant regression line explained 90% of
the variation in chromatogram peak intensities. Amelung et al.
(1997) used 10 grassland samples originating from different cli-
matic zones of the North American Great Plains to investigate
the impacts of mean annual temperature and precipitation on
the chemical structure of SOC using a combination of chemical



Soil Organic Matter

methods and C NMR. MAP was capable of accounting for only
10% of the variation in alkaline CuO oxidizable lignin. Higher
precipitation tended to favor an accumulation of polysaccharide
carbon; however, at a given MAP, polysaccharide carbon tended
to decrease with increasing temperature. Amelung et al. (1997)
suggested that the increased content of polysaccharide carbon in
more humid conditions may have resulted from (1) a positive feed-
back mechanism in which increased plant production enhanced
microbial activity and soil structural conditions, thereby offer-
ing the potential for protecting microbial polysaccharides within
aggregates, and/or (2) an enhanced activity of earthworms that
elevated polysaccharide content relative to the surrounding soils
(Guggenberger et al.,, 1995) and offered organic carbon some
physical protection against mineralization (Lavelle and Martin,
1992). Accompanying the decrease in polysaccharide carbon
noted with increasing temperature, Amelung et al. (1997) further
noted an increase in aliphatic carbon content. This accumula-
tion of alkyl carbon at high temperature may be explained by (1)
enhanced mineralization of carbohydrates and selective preserva-
tion of plant or microbially derived alkyl structures by adsorption
onto clay particles (Baldock et al., 1989, 1992) and/or (2) higher
inputs of plant-derived alkyl carbon in plant residues due to the
presence of thicker cuticles on plants growing in warmer climates.

In a study using a soil sequence along an elevational gradi-
ent ranging from subtropical to subalpine climate zones in the
Etna region (Sicily, southern Italy), Egli et al. (2007) examined
changes in SOC and C:N ratios. Egli et al. (2007) showed that
the concentration of SOC in the topsoil, the stocks of SOC in soil
profile and the nature of the SOC were strongly related to eleva-
tion and, thus climate and vegetation. However, the C:N ratio
in the topsoil was more defined by the vegetation type. A better
protection of SOC at lower altitude was found and suggested to
be an effect of the specific climate conditions with more pro-
nounced change in periods of humidity alternating with periods
of drought and resultant fire activity. Repeated bushfires had
played a significant role in the soil formation as indicated by the
presence of aromatic compounds and charcoal (Egli et al., 2007).

11.5.2 Soil Mineral Parent Materials
and Products of Pedogenesis

The mineral phase of soils can exert a strong influence on SOM
contents as a result of mechanisms capable of protecting organic
materials against biological attack (Baldock and Skjemstad,
2000). Each soil has a given capacity to protect SOC dictated by
the following:

1. The chemical nature of soil minerals

2. The presence of multivalent cations and their ability to
form complexes with organic molecules in soils

3. The adsorptive capacity of soil minerals for organic mate-
rials as governed by particle size and surface area

4. Physical protection mechanisms, which restrict access of
organic materials to biological attack, that is, the architec-
ture of the soil matrix

11-27

The degree and amount of protection offered by each mecha-
nism depends on the chemical and physical properties of the
mineral matrix and the morphology and chemical structure of
the organic matter. Furthermore, as with other aspects of SOC
dynamics, strong interactions can exist between these charac-
teristics (e.g., the presence and type of multivalent cations will
undoubtedly be related to the chemical nature of the minerals
present). Finally, each mineral matrix will have its unique and
finite capacity to protect organic matter. In the extreme case
where mineral protection mechanisms are not present, such as
in well-aerated peat or forest litter layers, decomposability will
be controlled by the recalcitrance offered by the chemical struc-
ture of the SOM itself.

11.5.2.1 Chemical Nature of the Soil Mineral Fraction

An analysis of different soil types indicates that soils with high
contents of calcium carbonate (CaCO,) and amorphous Al and
Fe tend to have higher organic C contents compared to other soil
types (Spain et al., 1983; Oades, 1988; Sombroek et al., 1993).
In a study of the influence of soil properties on SOC genesis,
Duchaufour (1976) suggested that the presence of calcium car-
bonate in a rendzina could protect both particulate organic and
HUM carbon. Thin carbonate coatings visible under magnifica-
tion and a precipitation of organic molecules induced by Ca?
complexation were implicated in the protection of POM and
HUM, respectively, and helped to explain the observed imped-
ance of mineralization. Protection of SOC in high-base-status
soils with less reactive or low contents of calcium carbonate
results predominantly from the formation of Ca-organic link-
ages. In such soils, the initial decomposition of plant residues
is rapid, but the subsequent utilization of initial decomposition
products is slow leading to higher SOC contents, lower C:N
ratios, and longer retention times. Soils with high base status
typically have higher clay contents, are more fertile, and have
greater annual vegetative inputs than similar low-base-status
soils. Establishment of causative relationships between base
status and SOC contents must therefore be examined carefully
because of the potential confounding effects of increased vegeta-
tive inputs and protection mechanisms involving clay minerals.

Soils derived from volcanic ash (andisols) are typically char-
acterized by large accumulations of SOC, high C:N ratios, and
high allophane contents. The formation of Al-organic complexes
is considered to be important to the biological protection of
organic C in andisols. Boudot et al. (1986, 1988) obtained a sig-
nificant correlation between the amount of native C mineralized
from 10 French highland soils and the contents of amorphous
Al and allophane, without observing significant correlations
with clay content, exchangeable Al**, or crystalline iron oxides.
Decreased organic C mineralization rates from *C-labeled
organic substrates in allophanic soils and nonallophanic soils
amended with allophane, relative to that noted in unamended
nonallophanic soils, also demonstrated a protective effect of
allophanic material on SOC (Zunino et al., 1982; Boudot et al.,
1988, 1989). Zunino et al. (1982) demonstrated that the influence
of allophane on mineralization of C from an organic substrate
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varied with the chemical structure of the substrate. The presence
of amorphous Fe compounds and Fe?* cations has been shown to
have a similar effect to that of allophane and AI’>* cations on the
mineralization of C from organic materials; however, the mag-
nitude of the protective effect was reduced (Boudot et al., 1989).

11.5.2.2 Impacts of Multivalent Cations

The presence of multivalent cations in soil has important implica-
tions on the behavior of clays and organic materials and the bio-
logical availability of organic C. When saturated with multivalent
cations, clays remain flocculated, which reduces exposure of
organic materials adsorbed onto their surfaces (Section 11.5.2.3)
and macromolecular organic materials bearing functional groups
become more condensed (altering their 3D structure) and thus
less susceptible to the enzymatic attack.

The dominant multivalent cations present in soils include Ca?*
and Mg?* in neutral and alkaline soils and hydroxypolycations
of Fe>* and AI** in acidic, ferrallitic, and andic soils. A protecting
effect of Ca?, relative to Na*, on organic C mineralization was
effectively demonstrated by Sokoloff (1938), where the extent
of mineralization and solubility of organic C in two soils was
reduced by the addition of Ca?* salts and enhanced by the addi-
tion of Na* salts. Other studies have also shown a decreased solu-
bility of SOC in the presence of Ca?* (Muneer and Oades, 1989c¢)
and reduced mineralization of native organic materials and
organic substrates on the addition of Ca?* in incubation stud-
ies (Linhares, 1977; Muneer and Oades, 1989a, 1989b). In such
studies, the question remained as to whether the effect of Ca?*
addition on mineralizable C resulted from an indirect effect on
colloidal dispersibility or from a direct effect of Ca?* complex-
ation on the biodegradability of the organic molecule.

A direct effect of multivalent cation complexation on biode-
gradability in soil has been demonstrated by the following results:

1. A reduced oxygen absorption on incubation of humic
acids saturated with Ca?*, AI**, or Fe** in the same soil,
relative to that noted for Na*-saturated humic acids (Juste
and Delas, 1970; Juste et al., 1975)

2. An increased protection of AI** and Fe’* forms of plant
and microbial polysaccharides (Martin et al., 1966, 1972)

3. A threefold increase in the amount of C mineralized from
an organic soil after replacing Ca?* cations with K* during
a 25 week incubation (Gaiffe et al., 1984)

Indirect evidence for the involvement of cations in the accu-
mulation of SOC can also be obtained through a comparison
of the organic C contents of a variety of soil types. Using data
derived from Spain et al. (1983) for the organic C contents of 29
Australian great soil groups, Oades (1988) showed that, exclud-
ing soils subject to waterlogging, there was a positive correlation
between SOC contents and either high base status or the pres-
ence of substantial contents of Al and Fe oxides. Of interest was
the comparison of siliceous and calcareous sands, which have
little or no clay, but indicate an increased SOC content in the
presence of Ca?*-containing mineral fractions (<0.5% to 1.5%
versus 1.5% to >4% organic C, respectively.)
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11.5.2.3 Adsorption of Organic Materials
onto Mineral Surfaces

Clay particles provide a reactive surface onto which organic
materials can be adsorbed, and it is generally accepted that such
adsorption reactions provide a mechanism of protecting SOC
against microbial attack. The mineralogy, surface charge char-
acteristics, and precipitation of amorphous Fe and Al oxides on
clay mineral surfaces give clay minerals the capacity to adsorb
organic matter and protect it from biological degradation.
Correlations between SOC and clay contents have been observed
(Schimel et al., 1985a, 1985b; Spain, 1990; Feller et al., 1991), and
the various interactions between soil clays and organic materials
have been summarized by Oades (1989). Such interactions are
principally defined by the chemical nature of organic materials
(functional group content, molecular size, etc.) and the type of
clay mineral (kaolinite, illite, smectite, etc.). Numerous studies
utilizing isotopically labeled organic substrates have shown a
positive relationship between the contents of residual substrate
C and soil clay content (Amato and Ladd, 1992). Clay particles
have also been observed to encapsulate particles or patches of
SOM (Baldock, 2002).

Not only the amount of clay, but also the specific surface area
(SSA) of the clay and more generally the soil mineral particles is
of importance. For example, Ransom et al. (1998) showed that
adding even small amounts of high-SSA (100m? g) clay-size
(<2um) material can have a significant effect on the total SSA
of mineral particle mixtures. It must be noted that the relative
magnitude of the effect of adding high-SSA clays to nonclay
mineral particles decreases as the size of the nonclay mineral
particles decreases (Baldock and Skjemstad, 2000).

In a field experiment where '“C-labeled plant residues were
added to four cultivated soils varying in clay content (5%-42%)
but having similar clay mineralogy, climatic conditions, and no
other organicinputs, theamounts of residual *C and total organic
C in the topsoil (0-10cm) remaining after 8 years of decompo-
sition were nearly proportional to soil clay content (Ladd et al.,
1985). Saggar et al. (1996) completed a similar study in which
the decomposition of “C-labeled ryegrass was monitored over
6 years in four soils having variable clay content (16%-60%) and
clay mineralogy. The mean residence time of the '“C-labeled
ryegrass was not related to clay content but rather to the SSA as
measured by adsorption of p-nitrophenol. The increase in mean
residence time with increasing SSA, suggested that the protec-
tive capacity of the soils toward transformed metabolites derived
from plant residues was principally controlled by adsorption
onto soil surfaces. Since the data presented by Ladd et al. (1985)
were derived from soils with a similar clay mineralogy, SSAs
would have been well correlated with clay content. The impor-
tance of available surface area was also suggested by the results of
Serensen (1972, 1975) where the addition of high-SSA montmo-
rillonite to a soil/sand mixture protected microbial metabolites,
but the addition of low-SSA kaolinite had little influence.

Hassink (1997) found a relationship between the silt- and
clay-associated C and soil texture, whereas this relationship
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did not exist for the C in the sand-sized fraction (i.e., POM C)
suggesting that the capacity of soil to preserve C was linked to
silt and clay particles. Using data from Hassink (1997), Six et al.
(2002) were able to define significantly different relationships for
1:1 clays versus 2:1 clays, demonstrating the effect of clay type
in C protection. Clearly, 1:1 and 2:1 clays have significant dif-
ferences in CEC and SSA that may lead to a different capacity to
adsorb organic materials.

SSA and mineralogy have been identified as key components
in the preservation of organic matter in marine sediments (Keil
et al., 1994; Mayer, 1994a, 1994b). Based on data generated in
these studies, Ransom et al. (1998) showed that total organic car-
bon in the marine sediments was linearly related to SSA as well
as to the content of high surface area minerals present. All these
results suggest that the potential protective capacity of soil min-
eral particles, and more specifically that of the clay minerals, is
more a function of the SSA available for adsorption of SOC than
the absolute amount of clay.

The protective effect of mineral surfaces can also be shown
experimentally by removing the minerals associated with the
various fractions as defined by Skjemstad et al. (1999) with HF,
since HF is known to dissolve soil minerals with little alteration
to the composition of organic matter. In a recent experiment
conducted by the authors, incubation studies were used to com-
pare the mineralizability of HF- and non-HF-treated fractions
of SOM (unpublished data, Figure 11.10). Mineralizability was
defined as the cumulative amount of CO,-C emitted per gram of
organic C present in the sample being incubated. CO,-C emis-
sions were quantified by repeatedly sampling and then refresh-
ing the headspace of an incubator system for up to 70 days using
infrared detection of CO,-C. Comparison of the mineralizabil-
ity of SOC with and without HF treatment revealed an increased
mineralizability with destruction of soil minerals consistent with
the ability of minerals to stabilize a portion of the SOC against
biological attack. The magnitude of the difference between the
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non-HF- and HF-treated soils provides an assessment of the rel-
ative importance of mechanisms of mineral protection in defin-
ing the biological stability of the SOC present.

11.5.2.4 Physical Protection within Soil Matrix
Offered by Soil Architecture

The architecture or structural condition of a soil can exert sig-
nificant control over processes of biological decomposition
through its effects on water and oxygen availability, dynamics
of soil aggregation, and by limiting the accessibility of SOC to
decomposer microorganisms and of microorganisms to their
faunal predators. This limitation results from the ability of clays
to encapsulate organic materials (Tisdall and Oades, 1982), the
burial of SOC within aggregates (Golchin et al., 1997a, 1997b),
and the entrapment of SOC within small pores (Elliott and
Coleman, 1988; Strong et al., 2004). As outlined by van Veen
and Kuikman (1990) and Hassink (1992), evidence of the impor-
tance of these processes in the protection of SOC in soils can be
inferred from the following observations:

1. A faster turnover rate of organic substrates in liquid
microbial cultures relative to that of similar substrates in
mineral soils

2. An enhanced mineralization of C and N when soils are
disrupted prior to incubation

3. A more rapid mineralization of organic C and plant resi-
dues in sandy soils than clay soils

A continuum of pore sizes exists in soils, starting with large
macropores (>20um) and decreasing to micropores (<0.1 um).
Kilbertus (1980) suggested that bacteria can only enter pores
>3 um, which suggests that a significant proportion of the soil
pore space may not be accessible to microbial decomposers.
Organic materials adsorbed onto clay particles contained in
pores <3um would only be decomposed as a result of diffusion
of extracellular enzymes released by microorganisms followed
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according to Skjemstad (1994).



11-30

by a diffusion of the products of enzyme reactions back to the
microorganisms (see Section 11.1). With increasing soil clay
content, the proportion of the total soil pore space contained
in micropores increases, and the potential for protection due to
the exclusion of soil microorganisms increases. This concept of
exclusion can be extended to the predation of microorganisms
by soil fauna. van der Linden et al. (1989) suggested that pro-
tozoa and nematodes are excluded from pores <5 and <30 um,
respectively. Killham et al. (1993) showed that although placing
glucose into pores <6 or <30 um did not impact the rate of glu-
cose decomposition, the turnover of glucose C incorporated into
the microbial biomass was slower where glucose was only added
to pores <6 um. Strong et al. (2004) showed that decomposition
occurs faster in soils with a large volume of pores with neck
diameters of 15-60 wm. Their observations pointed to particularly
rapid rates of decomposition near the air-water interface, most
likely because of the ideal conditions for the organisms’ mobil-
ity, nutrient or toxin diffusion, and oxygen supply. Furthermore,
they suggested that on the one hand, SOC in large air-filled
pores decomposes more slowly than in intermediate-sized pores
(most likely due to decreased organism mobility, diffusion of
solutes, and intimacy of contact between SOC and soil minerals)
whereas on the other hand, the carbon trapped in the smallest
pores was physically protected against decomposition.

The ability of clay particles to adsorb organic materials can
also contribute to a biological protection of SOC through encap-
sulation and the formation of stable aggregates. Encapsulation
of particulate organic residues in soils not only places a physi-
cal barrier between decomposer organisms indigenous to soils
and potential substrates, but can also limit the movement of
water and oxygen to sites of potentially active decomposition. A
similar situation develops within soil aggregates. Relative to the
larger pores between aggregates, the smaller pores within aggre-
gates are more likely to remain filled with water during drying
events, and therefore restrict oxygen movement into the aggre-
gate. The presence of organic cores in aggregates (Beare et al.,
1994a, 1994b; Golchin et al., 1994a, 1997a) will serve to increase
this effect by enhancing oxygen consumption within the aggre-
gate. It has been found that anaerobic conditions can exist in
the core of moist aggregates even under well-aerated conditions
(Sexstone et al., 1985). Smaller decomposition rates of SOC
enclosed within soil aggregates compared to SOC located out-
side of soil aggregates have also been shown (Sollins et al., 1996;
Angers et al.,, 1997). In native grasslands, Amelung and Zech
(1996) demonstrated that the exterior 0.5mm of >2mm diam-
eter peds contained less SOC and had a higher C:N ratio, less lig-
nin, and more microbial-derived saccharides than ped interiors.
The SOC associated with ped surfaces, therefore, appeared to
turn over more rapidly and exhibited a greater degree of decom-
position than that contained within peds.

Soil aggregation is a transient property and aggregates are
constantly being formed and destroyed. Quantitative data on soil
structural dynamics are, however, lacking. Recently, De Gryze
et al. (2005) were able to define a macroaggregate turnover time
of 40-60 days using data from a 3 week incubation experiment
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and a model assuming an aggregate formation rate proportional
to the respiration rate. There was no evidence that aggregate for-
mation differed amongst the three soils examined, which all had
a different structure. A subsequent study (De Gryze et al., 2006)
confirmed this finding and showed that soil texture affected
aggregate stabilization rather than aggregate formation.

11.5.3 Biota: Vegetation and Soil Organisms

11.5.3.1 Vegetative Inputs: Variations
across and within Ecosystems

Vegetation influences SOC content as a result of the amount,
placement, and biodegradability (chemical recalcitrance) of
plant residues returned to the soil. Plant residues can be consid-
ered the dominant input and thus the primary source of organic
carbon into or onto soils (Kogel-Knabner, 2002). Organic mol-
ecules created by the soil fauna and microorganisms are the
secondary source of decomposable organic carbon in a soil. The
greatest effects of vegetation on SOC contents are confined to
the A horizon. Concentrations of organic C detected below the
A horizon result from a combination of plant input through
roots as well as pedogenic processes, which occur over longer
timescales. Volkoff and Cerri (1988) showed that for Brazilian
soil profiles, current vegetative cover was only in direct equilib-
rium with topsoil (A horizon) organic C, while that in subsoils
was largely unaffected by the nature of vegetative cover. Once the
SOC moves to depth (e.g., argillic or spodic horizons), it becomes
less accessible to decomposer organisms, as exemplified by the
increased depletion of C with soil depth (Pressenda et al., 1996).

Scharpenseel et al. (1992) provided estimates of the amount
of organic C contained in the vegetation, soil, and annual litter-
fall associated with various ecosystems (Figure 11.11). Across the
tropical, temperate, and boreal forests, a continuous decrease in
the amount of plant biomass and litter C is noted, with little
change in the amount of organic C stored in soils. The decrease
in the ratio of plant biomass C:SOC was associated with an
increase in turnover time from 18 to 60 years. Presumably, most
of this variation was related to the effect of temperature on lit-
terfall decomposition; however, significant changes in litterfall
quality and morphology are also evident. The amount of residue
returned to the soil under similar types of vegetation appears
to be a function of climatic factors, principally the amount of
precipitation; however, this will depend on the nature of the fac-
tor most limiting plant growth. Where ample water is available,
the amount of residues returned to the soil may be a function of
some other factor such as nutrient supply. For example, it has
been shown that P fertilization of Australian pasture soils can
increase SOC by 150% or more relative to the native condition
(Russel, 1960; Barrow, 1969; Ridley et al., 1990).

Where climatic and soil factors are constant, residue place-
ment may become important. A comparison of the amounts of
organic C contained in the plant biomass and soils of temper-
ate grassland and forest ecosystems reveals that despite a much
smaller amount of plant biomass in the grassland, annual litter
C inputs, and SOC contents were approximately twice that of the
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forests. The occurrence of deep organic-rich mineral horizons in
temperate grassland soils (e.g., mollisols), in comparison with
the concentration of organic materials in litter layers in boreal
forest soil (e.g., spodosols), is an example of the influence that
vegetation can have on SOC content and distribution within the
soil profile. The apparent larger input of belowground residues in
grassland soils compared to forest soils places organic C in close
vicinity to the soil mineral components, thereby enhancing the
potential for biological protection via the mechanisms discussed
in Section 11.1.

The fate of surface-deposited residues depends on the activity
of soil microorganisms and fauna and their ability to mix these
residues into the surface-mineral horizons. In well-drained
soils with high calcium status, the activity of earthworms and
other soil fauna is high, leading to a mixing of organic residues
through processes of particle-size diminution, ingestion and
casting, and bioturbation. Under such conditions, a mull-type
HUM layer is formed and litter layers do not develop. Plant
residues and their decomposition products are intimately mixed
with soil mineral particles, which facilitates potential biological
protection through the various organomineral interactions, as
discussed in Section 11.5.2. Soils low in calcium do not support
as active soil faunal populations and plant residues tend to accu-
mulate on the soil surface forming organic-rich, mor-type HUM
layers. Within mor-type HUM, little potential exists for biologi-
cal protection other than that due to the chemical recalcitrance
of highly decomposed residues. The intermediate form of HUM
is referred to as a moder.

11.5.3.2 Composition of Plant Materials:
The Parent Material for Soil Organic C

Plant materials can be viewed as the parent material for SOC
in much the same manner as we view primary minerals as the
parent materials of soil mineral components. Plant materials are

altered by soil fauna and microorganisms, predominantly after
deposition in or on the soil, resulting in changes in the origi-
nal chemical structure and in the synthesis of new compounds;
just as some soil minerals dissolve and others precipitate during
pedogenesis. An understanding of the chemical nature of plant
materials is therefore important to studies of SOC genesis and
composition. Kogel-Knabner (2002) provides a comprehensive
review of the molecular composition of plant matter.

Plant materials consist of a range of different compounds
varying in concentration across plant species, plant components
(e.g., conducting, supporting, or photosynthetic tissues), growth
stages, and space (distribution in the landscape). Plant cells can
be divided up into three components, the cytoplasm, cell mem-
branes, and cell walls. The cytoplasm contains the simple sugars,
organic acids, amino acids, and enzymes essential to maintain
metabolic activity. Cell membranes consist of globular proteins
embedded within a lipid bilayer. Plant cell-wall components
include hemicelluloses, celluloses, lignins, proteins, cuticular,
and root waxes. Oades (1989) presented the following average
contents for the major types of organic C in plant residues:

1. Extractable materials including water extractables (simple
sugars, amino acids, and organic acids) and organic sol-
vent extractables (free and bound alkyl molecules includ-
ing fats, oils, and waxes)—200g kg™

. Hemicelluloses—200 g kg™

. Celluloses—300g kg™

. Lignins—200g kg™!

. Proteins—60g kg™

U= W N

The organic components of plant cell walls account for the
majority of the mass of plant residues deposited in soils.
Carbohydrate structures consist mainly of the polysaccharides
cellulose and hemicellulose. Cellulose is the primary compo-
nent of cell walls with a dominant structure of p-glucopyranose
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FIGURE 11.12 Representative chemical structures of the organic macromolecules found in plant and microbial residues entering the soil.

residues linked into a polymer via -1,4-linkages (Figure 11.12).
Cellulose can exist in either a crystalline or amorphous state
as indicated by x-ray diffraction (Atalla and Vanderhart, 1984)
and solid-state *C NMR (Vanderhart and Atalla, 1984). The
crystalline state is more highly resistant to microbial and enzy-
matic degradation than the amorphous form (Ljungdahl and
Eriksson, 1985). Hemicellulose is defined as the polysaccharide
extractable in alkali solution. The hemicelluloses exist as linear
and branched polymers of p-xylose, L-arabinose, b-mannose,
D-glucose, p-galactose, and p-glucuronic acid monomers, which
may be acetylated or methylated. Most hemicelluloses are com-
posed of 2-6 of these monomers linked together primarily via
a 1,4-B-linkage backbone as shown in Figure 11.12 for pectin, a
glucuronic acid polymer.

Lignin represents the second most abundant organic com-
pound in plant residues and accounts for approximately 5% of
the mass of grasses and up to 30% of the mass of hardwood for-
est species (Haider, 1992). The basic building block of lignin,
coumaryl alcohol, can be substituted with none, one, or two
methoxyl groups at the C-3 and C-5 positions on the benzene
ring to produce the p-hydroxyphenol, guaiacyl, and syringyl lig-
nin monomeric units, respectively (Figure 11.12). The units are
then linked together by more than 12 possible interunit linkages
based on C-O or C-C bonds (McDougall et al., 1993). The major
interunit linkage, accounting for about 60% of the linkages, is
the B-O-4-linkage depicted in Figure 11.12 for the three lignin
monomeric units. The nature of the lignin molecule changes
with plant type: softwoods (gymnosperms) are dominated by

guaiacyl-based lignin, hardwoods (angiosperms) contain a
mixture of guaiacyl- and syringyl-based lignin, and grasses are
dominated by syringyl lignin. Results presented by Hedges et al.
(1985) suggested that such changes in lignin composition can
affect its biodegradability, with syringyl lignin being more sus-
ceptible to decomposition than guaiacyl lignin.

The protein and water-soluble components of plant resi-
dues, unless protected against biological attack, provide a read-
ily decomposable substrate capable of supplying the chemical
energy and nutrients required to drive soil biological processes.
Enzymatic cleavage of the peptide linkages to form amino
acids and mineralization of amino acid N to form NHj provide
sources of N for soil biological processes, and the abiotic chemi-
cal processes, to be discussed subsequently.

Alkyl components of plant materials include free and bound
lipids, polyesters, and nonsaponifiable alkyl C dominated bio-
polymers. Free and bound lipids represent a heterogeneous
group of neutral and polar molecules, which are classified
together based on their solubility in organic solvents (Tegelaar
et al., 1989). The neutral component consists of triacylglycerols
and waxes, which serve to protect external plant surfaces and to
store energy. The polar component is dominated by the esteri-
fied fatty acids found in cell membranes. Insoluble polyesters,
derived from hydroxy fatty acids, are found in cutin in plant
cuticles and in suberin in roots. Cutin and suberin are composed
of various long-chain (C,; and C,), substituted fatty acids. The
main substituent group is hydroxyl with lesser amounts of epoxy,
ketone, and carboxyl groups also present (Holloway, 1982).
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Two examples of cutin and suberin monomers are presented in
Figure 11.12, and Tegelaar et al. (1989) have presented figures
showing additional monomeric chemical structures and a pro-
posed model of the structure of intact cutin and suberin. Plant
cuticles and roots have also been shown to contain nonsaponifi-
able aliphatic biopolymers, which have been labeled cutan and
suberan (Nip et al., 1986a, 1986b, 1987). Cutan and suberan are
considered similar to cutin and suberin with the exception that
they are highly cross-linked by nonester bonds.

In order to assess the influence of plant-residue composition
on decomposition and mineralization, it is essential to remove
other confounding effects such as climatic, soil, and biological
parameters. In field studies, this can be accomplished by exam-
ining decomposition of all residues of interest at a single site.
Vedrova (1997) assessed the impact of forest species on litter
decomposition rates by placing litter collected from each species
on small plots located within a single unforested site. Mean rates
of mineralization measured for cedar, pine, larch, spruce, aspen,
and birch litter over =2 years were 1.93, 1.57, 1.85, 2.20, 2.56, and
2.57mg C g litter C day!, respectively. A limitation of such
studies is demonstrated, however, by the work of Elliott et al.
(1993), in which the decomposition of four different forest litters
(mixed hardwood, red pine, beech, and hemlock) was examined
in each of the original four forest types. The rates of decom-
position were principally a function of litter type, with mixed
hardwood litter decomposing the fastest and hemlock litter the
slowest. However, with the exception of the mixed hardwood lit-
ter, decomposition rates of the individual litter types were high-
est when they were placed in the forest type from which they were
derived (i.e., decomposition of the hemlock litter was greatest in
the hemlock forest). This interaction between litter type and for-
est type suggests that decomposition pathways in any given eco-
system may be tailored to the type of litter deposited. Thus, the
results of decomposition studies where litters are removed from
their ecosystem of origin, or where the community structure of the
decomposer organisms is altered, may not accurately reflect the
relative effects of residue composition on decomposability.

11.5.3.3 Relative Impacts of Soil Fauna
and Microorganisms

The requirement of soil organisms for chemical energy and
nutrients drives processes of heterotrophic decomposition in
soils, which account for the major pathways through which SOC
is mineralized. Abiotic chemical oxidation is unlikely to account
for >20% of total C mineralization (Moorhead and Reynolds,
1989) and more often accounts for <5% (Lavelle et al., 1993).
Microorganisms are the major contributors to soil respiration
and are responsible for 80%-95% of the mineralization of C
(Brady, 1990; Hassink et al., 1994). Hassink et al. (1994) calcu-
lated that the contribution of the fauna to C mineralization in
two sandy and two loamy grassland soils to range from 5% to
13% of the total C mineralization. The pattern of C mineraliza-
tion by the soil fauna through time differed from that of total
C mineralization, suggesting that the activity of the soil fauna
did not contribute substantially to the differences in total C
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mineralization observed between the soils. Hassink et al. (1993)
concluded that soil protozoa and nematodes did not signifi-
cantly influence soil C mineralization despite a positive response
of bacterivorous nematodes on the amount of N mineralized.
Several other studies have shown that soil fauna enhanced nutri-
ent mineralization had both positive and negative effects on
SOC mineralization (Griffiths, 1994; Kajak, 1995; Alphei et al.,
1996). In a study including protozoa, nematodes, and earth-
worms, Alphei et al. (1996) noted that none of the fauna studied
significantly affected basal respiration. However, other studies
showed that earthworm invasion can have a marked potential to
alter (usually reduce) soil C storage on local and regional scales
(Alban and Berry, 1994; Bohlen et al., 2004).

The role of soil fauna in decomposition processes should not
be based only on their direct contribution to C mineralization.
Soil fauna also act to reduce the particle size of litter, distribute it
within the soil, transport otherwise immobile microorganisms
to new sites within the soil matrix, and prime microorganism
activities by the production of readily available substrates (e.g.,
earthworm intestinal mucus). In so doing, soil fauna generally
enhance microbial activity and rates of decomposition. Soil con-
ditions, which limit (e.g., water saturation and the development
of anaerobic conditions) or enhance (e.g., tillage or installation
of drains in imperfectly drained soils) the activity of soil micro-
organisms or fauna, will also impact significantly SOC mineral-
ization rates and thus alter SOC levels.

11.5.3.4 Composition of the Microbial Community

The population of decomposer microorganisms in soil is exten-
sive; densities up to 10'° bacteria and several kilometers of
fungal hyphae per gram of soil have been measured in a wide
range of soils (Lavelle et al., 1993). As a result of the diversity
of decomposer organisms, the existence of interactions between
specific types of organic residue and species of decomposer
organisms can have pronounced effects on the chemical struc-
ture and biological availability of residual organic materials.
The decomposition of woody materials provides an excellent
example of how the species composition of the decomposer
population can influence the chemical nature of decomposition
products. Laboratory incubations of Eucryphia cordifolia wood
with a brown-rot fungus (unidentified species) and a white-rot
fungus (Ganoderma australe) showed a more selective utiliza-
tion of carbohydrate C by the brown-rot fungus and a delignifi-
cation by the white-rot fungus (Martinez et al., 1991). Using the
same white-rot fungus in a solid-state fermentation procedure
with beech wood, Martinez et al. (1991) noted little change in
the chemical composition of the wood, despite a 36% mass loss.
Barrasa et al. (1992) obtained similar results in an ultrastruc-
tural study. Selective delignification of Laurelia philippiana
wood by the white-rot fungus Phlebia chrysocrea was noted,
but decomposition of the same wood by G. australe resulted in
increased lignin contents. The selective degradation of carbo-
hydrates by brown-rot fungi appears to occur independently of
the fungal or wood species involved. However, the presence of a
selective or nonselective degradation process for white-rot fungi
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appears to depend on interactions between the species of fungus
and wood. Under anaerobic conditions, the activity of obligate
aerobes such as wood-degrading fungi is limited and bacterial
decomposition processes dominate. In examinations of buried
woods, it has been found that decomposition processes invari-
ably result in a preferential utilization of carbohydrates and a
concentration of lignin (e.g., Bates and Hatcher, 1989; Bates
etal., 1991). Such data indicate that changes in species composi-
tion of the decomposer community can significantly alter the
decomposition processes and thus, rates of accumulation or loss
of organic C from soils.

Earlier in this chapter, a conceptual framework to describe
the controls over the decomposition process was presented
(Figure 11.5) that was built around the concepts of biological
capability and capacity. Various methods can provide informa-
tion regarding the biological capability and capacity of decom-
poser communities and the way these properties can be affected
by environmental parameters and management practices. For
example, the potential degradative capabilities of decomposer
communities can be measured using substrate utilization pro-
files based on Biolog plates (e.g., Bochner, 1989; Bucher and
Lanyon, 2005) or microrespirometry like the MicroResp™
method (e.g., Campbell et al., 2003; Wakelin et al., 2008), which
is a relatively recent method of community level physiological
profiling (CLPP) and uses whole soil samples rather than soil
extracts thereby eliminating extraction bias. Furthermore, the
extraction and analysis of DNA and RNA (e.g., PCR-DGGE)
from soils as well as phospholipid fatty acids (PLFA) can pro-
vide an indication of the genetic diversity and structure of soil
microbial communities (Muyzer et al., 1993; Widmer et al.,
2001; Crecchio et al., 2004; Wakelin et al., 2008). Several indi-
ces and multivariate statistical analyses can be used with these
techniques to determine the influence of soil and environmen-
tal properties on the capability and capacity of the microbial
community. Several factors have already been investigated like
the influence of soil type (Schutter and Dick, 2000; Banu et al.,
2004; Wakelin et al., 2008), crop rotation (Bending et al., 2004;
Crecchio et al., 2004), application of various fertilizers (Bucher
and Lanyon, 2005), vegetation (De Fede et al., 2001), and agri-
cultural management practice (Wakelin et al., 2008). Although
the methods have proven to be reproducible, different results
between the different methods have been identified (Widmer
etal., 2001). Therefore, it is recommended not to use these meth-
ods in isolation if a representative assessment of the composition
of the microbial community is desired.

11.5.3.5 Relationship between Organic Residue
Composition and Biochemical Recalcitrance

All organic C in soils can serve as a substrate. In addition to the
potential mechanisms of biological protection of organic materi-
als offered by the soil mineral fraction, the chemical structure of
the organic residue itself can also impart a degree of biochemi-
cal recalcitrance. This biochemical recalcitrance of the potential
substrate is defined by the strength of intra- and intermolecular
bonds, the degree of polymerization and regularity of structural
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units in polymers, and the content of aromatic and aliphatic
functional groups (Baldock et al., 1997a; Gleixner et al., 2001).
Rates of decomposition of known organic substances in soils
were reviewed by Paul and van Veen (1978). Although variations
in decomposition rates for any single substrate were evident as
a result of differences in soils and incubation conditions, simple
organic molecules and monomeric compounds decomposed
most rapidly. Oades (1989) showed that the extent and rate of
mineralization of C for a series of polysaccharides (glucose,
dextran, cellulose, and a fungal polysaccharide) decreased with
increasing molecular complexity and branching. Similar results
were obtained by Martin and Haider (1975) for the mineraliza-
tion of C from specifically “C-labeled benzoic and caffeic acid
monomers and polymers. C mineralization was most extensive
from carboxylic acid groups, less extensive from the aromatic
ring C of the monomers, and least extensive from the polymeric
aromatic ring C. Of the polymeric materials contained in plant
residues, lignin and other polyphenolic C and aliphatic C appear
to be the most recalcitrant, but, as discussed in the previous sec-
tion, the stability of lignin C will be also related to the species
composition of the decomposer community.

Many studies have demonstrated a relationship between
decomposition and plant-residue characteristics thought to
be indicative of residue quality (e.g., Edmonds and Thomas,
1995; Agren and Bosatta, 1996; Cortez et al., 1996; Hobbie,
1996). Included in these residue characteristics are N concen-
tration, C:N ratios, lignin and/or polyphenol concentration,
lignin:nitrogen ratios, and acid-soluble carbohydrates (Heal
et al., 1997). Agren and Bosatta (1996) found that the propor-
tions of extractable, acid-soluble, and acid-insoluble C obtained
from a conventional chemical fractionation could be used to
assess the quality of forest litter, particularly when the acid-
insoluble fraction did not dominate.

During the decomposition of plant residues, significant
changes in chemical composition of residual C are evident
(Baldock et al., 1997a). In response to such changes, Berg and
Staaf (1980) proposed a model of litter decay in which decomposi-
tion was controlled initially by N content but subsequently by lig-
nin concentration. This was supported by the results of Edmonds
and Thomas (1995), which showed that organic C mineralization
rates from green needles of western hemlock and pacific silver fir
were initially similar, but became more a function of litter chem-
istry (e.g., lignin:N ratio) as decomposition progressed.

11.5.4 Topography

Topography exerts its major control over SOC contents through
a modification of climate and soil textural factors and through
its impacts on the redistribution of water within a landscape.
Soils in downslope positions are often wetter and have finer
textures than soils in upslope positions or at the top of knolls.
Topographic-induced changes in the soil microenvironment
often lead to changes in plant communities (Sebastia, 2004),
which in turn can influence the magnitude and quality of resi-
due returns. Burke et al. (1995) examined the extent to which
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SOC content varied at a landscape scale at two sites differing in
soil texture but having similar climatic characteristics. Burke
et al. (1995) noted increased organic C contents (and clay and
silt contents) in downslope positions relative to the summits at
both sites. Such a finding has been attributed to the downslope
movement of organic C and organic-rich clay (Reiners, 1983).
However, additional gradients in available water along slopes,
especially in water-limited systems, influence plant production
(Peterson et al., 1988), with greater biomass inputs and greater
potential biological protection of organic C via higher clay con-
tents at the base of slopes. Where excessive water exists, drain-
age of depressions in the landscape can be restricted, leading to
the development of anaerobic conditions and a preservation of
organic C relative to the better-drained higher landscape ele-
ments during wetter times of the year.

Guo et al. (2006) showed that the SOC decreases as elevation
increases and that level topography had twice the SOC content
of other slope classes. Particularly, in mountain areas that are by
nature highly heterogeneous, taking topography into account is
required to predict SOC stocks across the landscape. In a study
investigating the SOC storage in mountain grasslands of the
Pyrenees, Garcia-Pausas et al. (2007) found that the SOC stocks
were particularly low at high altitudes probably as a result of
an overall temperature limitation of NPP. Climatic and topo-
graphic variables were able to predict a significant part of the
C storage variability in the mountain grasslands examined by
Garcia-Pausas et al. (2007). The microclimate conditions related
to topographic position (aspect and slope) were identified as
important factors for predicting C storage in soils of the high-
altitude grasslands and should be taken into account to achieve
accurate estimations of C stocks in mountain ecosystems.

As a consequence of all the possible confounding factors, it
is difficult to study the sole effects of topography. For example,
the interactive effects of topography (depositional and erodible
zones) and tillage (conventional versus minimum tillage [MT])
on the redistribution of C, N, and P within an agricultural
landscape were examined by De Gryze et al. (2008). In general,
organic matter content and moisture content were greater in
lower, depositional areas compared to erodible areas, and the
impact of topography on the stabilization and redistribution
processes of nutrients was more pronounced in conventional
tillage (CT) than MT. This last finding clearly demonstrates that
interactions between topographic characteristics and land man-
agement practices should be considered in regional inventory
assessments of SOC (De Gryze et al., 2008).

11.5.5 Land Management Practices

Paustian et al. (1997b) reviewed the influence of agricultural
management practices on SOC levels. Hutchinson et al. (2007)
summarized the relative rates of SOC change for a range of
“carbon friendly” agricultural management treatments and
found that most changes were <0.6 Mg C ha! year™'. The influ-
ence of forestry management practices has also been reviewed
(Johnson, 1992; Johnson and Curtis, 2001; Johnson et al., 2002).
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The most dramatic influence of agricultural practices occurs
when soils are first brought into production. Typically, SOC lev-
els decrease for the first few decades after cultivation and then
stabilize at a new equilibrium level, which is dictated principally
by the ability of the soil to protect organic C and the amount,
quality, and distribution of plant-residue inputs. For example,
Haas et al. (1957) observed a loss of 28%-59% of the SOC fol-
lowing 30-43 years of cropping at 11 sites within the North
American prairies. David et al. (2009) also measured reductions
SOC (30%-50%) due to the conversion of prairies to annual
cultivation and artificial drainage using archived samples and
long-term resampling of soils.

The following characteristics of crop production systems, in
comparison with those of native grasslands, help to explain the
observed losses of SOC induced by cultivation:

1. 80% lower allocation of organic C to soils (Buyanovsky
etal., 1987)

2. Reduced belowground allocation of photosynthate
(Anderson and Coleman, 1985)

3. Enhanced aggregate disruption and exposure of physi-
cally protected organic C due to cultivation

4. Enhanced rates of decomposition of available organic C
substrates due to more favorable abiotic conditions (e.g.,
aeration, temperature, and water content)

In practice, continuous alteration of land management and crop-
ping practices (e.g., adoption of reduced tillage, the inclusion,
or removal of pasture) will lead to a system where SOC levels
are always in a state of flux, increasing with some practices and
decreasing with others (Baldock and Skjemstad, 1999). Only if
management practices are left in place long enough, it is possible
to gain an indication of what the new equilibrium SOC value
would be for any given land management system.

Field trials set up to examine the impact of fertilizer additions
on SOC content, have revealed that the addition of N fertiliz-
ers typically enhances SOC contents. This is particularly true
in temperate-zone ecosystems where N availability is thought
to limit NPP (Peterson and Melillo, 1985; Schimel et al., 1996;
Holland et al., 1997). Explanatory mechanisms suggest that
N-fertilizer additions result in a greater return of plant residues
to soils due to enhanced production, a reduction in decomposi-
tion rates due to enhanced soil drying (Andrén, 1987), a promo-
tion of soil acidification (Thurston et al., 1976), a repression of
lignolytic enzymes, and a formation of recalcitrant humic mate-
rials through the reaction of amino acids with humic precursors
(Fog, 1988).

In tropical systems, the establishment of pastures after clear-
ing of forests is widespread (Sombroek et al., 1993). Pasture estab-
lishment immediately after deforestation, using species with high
proportions of belowground biomass, may increase SOC contents
as demonstrated in the Brazilian Amazon (Serrio et al., 1979),
Latin America (Ligel, 1992), and East Africa (Boonman, 1993).

The intensity with which a soil is cultivated can impact both
the total amount of SOC and its distribution with soil depth.
No-till systems tend to concentrate residue inputs at the soil
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surface and generally enhance soil organic C and N contents in
soil surface layers (Angers and Eriksen-Hamel, 2008). To accu-
rately evaluate the influence of tillage practices on SOC stocks,
it is important to collect soil samples beyond the depth of tillage
and to account for variations in soil bulk density. Paustian et al.
(1997b) presented data from a number of long-term field trials
indicating that SOC retention is typically enhanced under no-
till relative to more intensive CT systems. However, in a review
of Australian publications, Valzano et al. (2005) found that a
positive effect of no-till or reduced till on SOC in the 0-30-cm
soil layer could only be demonstrated at high annual rainfalls
(>660 mm). Valzano et al. (2005) also noted that the separation
of residue handling from the physical effect of passing an imple-
ment through the soil was difficult to separate given the wide
range of residue handling practices associated with the different
tillage systems.

11.6 Contribution of Soil Organic Matter
to the Global Carbon Cycle

The organic carbon contained within SOM represents a significant
reservoir of carbon within this global carbon cycle (Figure 11.13).
SOC has been estimated to account for 1200-1550Pg of C (1 Pg =
10" g) to a depth of 1 m and for 2300-2450Pg of C to a depth
of 2 or 3m (Eswaran et al., 1995; Jobbagy and Jackson, 2000;
Lal, 2004a; Houghton, 2005). Comparative estimates of organic
C contained in living biomass (550-560 Pg) and the atmosphere
CO,-C (760-780 Pg; Lal, 2004a; Houghton, 2005) indicate that
variations in the size of the SOC store could significantly alter
atmospheric CO,-C concentrations. For example, a 5% shift in
the amount of SOC stored in the 0-2 m soil profile has the poten-
tial to alter atmospheric CO,-C by up to 16%.

Land-use changes can induce either a net emission or a

net sequestration of organic carbon in soil depending on the
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resultant balance between losses and inputs. The net change in
inputs and losses will be defined by the soil and environmental
properties and land management practices discussed previously.
Sequestration of organic carbon in soil is a slow process typically
requiring decades, but is suggested to offer the most efficient nat-
ural strategy for offsetting increased atmospheric CO,-C con-
centrations (Metting et al., 1999; Post et al., 1999; Lal, 2004b).
Over the next century, improved land management strategies
may have the capacity to sequester up to 150 Pg of CO,-C (Lal
et al., 1998; Lal, 2004a). Considerable uncertainty exists in such
estimates because of an inability to accurately predict the poten-
tial sequestration of carbon that is possible in soil. Improving
our understanding of SOC cycling processes and how these are
affected by environment and land management practices will be
vital to identify opportunities for building SOM and sequester-
ing carbon in soils.

Estimates of the potential to sequester carbon in agricultural
soils have been made for the United States (Lal et al., 1998),
Canada (Bolinder et al., 2008), China (Han et al., 2005, 2006),
the European Union (Freibauer et al., 2004; Janssens et al., 2005;
Romanenkov et al., 2007), and South America (Cerri et al., 2004,
2006). Such estimates are typically based on the use of long-term
field experiments or simulation modeling. Where estimates are
based on field experiments, it is important to ensure that the
potential for saturation of the soils capacity to protect carbon
from decomposition is acknowledged and that measured car-
bon sequestration rates are not projected unimpeded into the
future. A similar consideration must be applied to soil carbon
simulation modeling activities. Most soil carbon models apply
first-order kinetics to the decomposition of component carbon
pools (Paustian, 1994). Therefore, predicted equilibrium car-
bon stocks are linearly proportional to carbon inputs (Paustian
et al., 1997a, 1997b; Six et al., 2002), and modeling activities
predict that unlimited increases in soil carbon stocks can occur
provided inputs of carbon to the soil can continue to increase.
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Since carbon inputs to soil will be limited by constraints placed
on photosynthesis (e.g., availability of water, nutrients, heat, and
ultimately light) and current soil carbon simulation models do
not define a maximum soil carbon protective capacity, modeled
estimates of potential carbon sequestration in soils need to be
carefully scrutinized.

The concept of soil carbon saturation suggests that each soil
has a unique carbon saturation level dictated by soil properties
including texture, mineralogy, bulk density, and depth (Ingram
and Fernandes, 2001; Six et al., 2002; Stewart et al., 2008a,
2008Db). Soil carbon sequestration potential should therefore be
estimated as the difference between the current and saturated
soil carbon content. Defining soil carbon saturation values has
proven difficult, although Hassink (1992) suggested that the
amount of carbon obtained under long-term pastures may pro-
vide an indication. Furthermore, true soil carbon saturation
values may be of limited importance if the inputs of organic car-
bon required to attain and maintain such levels are beyond the
capture of carbon by photosynthesis and deposition within soil.
Of more practical interest would be the behavior of soils as they
approach their carbon saturation capacity as well as the influ-
ence of soil carbon saturation deficit on the efficiency of the SOC
accumulation in saturated soils.

Although soil carbon does offer the possibility for sequester-
ing atmospheric CO,-C, the potential for soil carbon seques-
tration in soil is small compared to projected emission of CO,
form current energy practices (about 150 Pg versus 600 Pg over
the next 100 years). Soil carbon sequestration is also finite, an
upper limit exists, and as soils move toward the upper limit,
the rate of soil carbon sequestration will diminish. Enhancing
soil carbon form atmospheric CO,-C sequestration should
therefore be viewed as a mechanism for “buying time” for the
development and implementation of longer-lasting measures for
reducing fossil fuel emissions (Watson et al., 2000; Houghton,
2005). However, it is also important to recognize that increasing
sequestration of carbon in soils by building SOM may offer the
added benefit of increased productivity through mechanisms
discussed previously.

11.7 Summary

Soil organic matter is a complex mixture of a variety of materials
derived initially from photosynthesis by plants but then altered
through decomposition processes that enhance its diversity in
composition. Such compositional diversity provides the SOM
with the capability to contribute beneficially to the many func-
tions that it serves in a soil. Key goals for future work on SOM
should include the following:

1. An acknowledgment of the diversity in SOM composition
and a development of fractionation systems capable of
quantitatively dividing SOM up into biologically relevant
components

2. Development of predictive relationships that quantify the
role of each component to the various functions to which
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SOM contributes and an assessment of any soil type speci-
ficity that may exist

3. Parameterization of carbon cycling models build on mea-
surable components and inclusion of the quantitative rela-
tionships between SOM composition and soil properties
(functions) to allow the prediction of both SOM dynamics
and the subsequent impacts on soil properties

With the potential for large-scale introduction of carbon trad-
ing schemes and a requirement to reduce the emission of green-
house gases, a more complete understanding of SOM dynamics
and how altering SOM will alter soil properties will be essential.
Such understanding is required to develop viable land manage-
ment practices that accommodate the potentially conflicting
issues of maintaining food security for an increasing global pop-
ulation, ensuring profitability of individual farming enterprises,
and enhancing the capture of atmospheric CO, as organic mat-
ter in soils while reducing emissions of other greenhouse gases
(nitrous oxide and methane).
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The soil solution is the hub of chemical and biological activity
in the soil. Most reactions are slow in the absence of water: Soil
organisms become dormant or die, mineral transformations
become imperceptibly slow, and soil chemical weathering and
formation processes become greatly impeded. Addition of mois-
ture to previously dry systems reinitiates these reactions.

12.1 Basic Concepts
12.1.1 Definitions

The simplest definition of the soil solution is “aqueous liquid
phase of the soil and its solutes” (SSSA, 2009). A broader defini-
tion describes the soil solution as a natural system that is both
open and dynamic. Its composition is the result of the concur-
rent reactions of the labile soil minerals, organic materials, and
biological metabolism. Any discussion of the soil solution, how-
ever, must take into account that from physical, chemical, and
biological perspectives, a significant fraction of the soil solution

seemingly does not participate in some important phenomena.
Many examples exist in different disciplines of soil science that
illustrate this point. In soil physics, the concepts of “mobile” and
“immobile” water have been introduced to explain why water is
often observed to move more rapidly through soil than would be
predicted assuming that water participates in the transport pro-
cess. Higher plants and microorganisms undergo serious mois-
ture deficit even when measurable water still exists in the soil.
The composition and kinetics of reaction of water very near solid
surfaces in the soil are significantly different than in the bulk
solution. Therefore, a more functional definition of soil solution
goes beyond simply the “aqueous liquid phase” and reflects that
the soil solution may be dependent upon the application and, in
some instances, the methodology used to obtain this solution
from the soil.

From the viewpoint of a soil chemist, the soil solution may be
defined as “the aqueous liquid phase in soil with a composition
that is influenced by exchanges of matter and energy with soil
air, soil solid phases, the biota, and the gravitational field of the
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earth” (Sposito, 2008). By defining it as a phase, Sposito implic-
itly requires that the soil solution has uniform bulk properties
(such as composition and temperature) and can be isolated from
the soil. The requirement of uniformity can be met only on small
scales of time and space because of the dynamic and spatially
variable nature of soils.

The soil solution viewed on a molecular level would reveal
that it is not a distinct entity but a part of the

continuum of phases exhibiting indistinct interfaces at
the molecular level. Solutes in the aqueous phase may be
associated with bound water at the surfaces of soil colloids,
free water percolating through soil macropores, water in
the free space of plant roots, or immobile water in soil
micropores.

(Wolt, 1994)

12.1.2 Composition

Because soil solutions are highly variable over space and time,
their composition can be discussed only in general terms. Trends
in relative concentrations of soluble inorganic and organic con-
stituents (see Chapter 11) are similar for most soils, but natural
and anthropogenic factors influence some or all components.

12.1.2.1 Inorganic Constituents

The most common inorganic cations in the soil solution (Table
12.1) usually are Ca?*, Mg?, and K* (in that order) with a large
number of minor cations, including various forms of Na*, Fe?*,
Cu?*, and Zn?". The most prevalent anions are HCO;", Cl-, and
SO,>". Soils that become flooded are strongly influenced by
reducing conditions and microbial activities, and Fe?*, HS-, and
SO,”” can take on greater importance. In contaminated environ-
ments, the entire composition of the soil solution will change to
reflect the most soluble components of the contaminants.

The sum of soluble cations and anions usually is less than 1072
mol L. Among the cations, Ca?* will comprise at least half of
this total; for the anions, the division among HCO;~, Cl-, and
SO, will be dependent upon soil pH and composition of the soil
solids. Naturally, saline soils (see Chapter 17 of Handbook of Soil
Sciences: Resource Management and Environmental Impacts) will

TABLE 12.1 Inorganic Components Found in Soil Solutions

Major Components  Minor Components

Category  (107-102mol L7')  (10-°-10~* mol L) Others*

Cations Ca?, Mg?%, Na*, K* Fe?*, Mn?*, Zn**, Cr’, Ni**, Cd**,
Cu?, NH,", AP+ Pb*

Anions  HCO,", Cl, SO,> H,PO, F,HS  CrO,>,HMoO,

Neutral Si(OH); B(OH);3

Concentration ranges are estimates and could change depending upon spe-
cific environments. The components listed are not necessarily the dominant
solution species.

@ Components normally found in concentrations <10-° mol L™! unless in a
contaminated environment.
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contain elevated concentrations of Ca?*, Mg*, Cl-, SO,*~, and
sometimes Na*, depending upon pH and the source of the salts.
Concentrations of inorganic constituents in the soil solution
are controlled by many factors, including pH, redox potential, and
solid-phase composition. These considerations will be addressed
later in this chapter and elsewhere in Chapters 15 through 18.

12.1.2.2 Organic Constituents

The composition of the soluble organic compounds in the soil
solution is not as complex as that in the organic solid phase (see
Chapter 11) but is a reflection of the organic components of the
solid phase. Soluble organics also originate from the organisms
in the soil including exudates from plant roots and soil microbes.
Because these compounds are generated and degraded by micro-
bial activity, the concentrations of these compounds in the soil
solution can be more transient and more variable than soluble
inorganic constituents.

As with soluble inorganic species, the organic constituents
can be positively charged, negatively charged, or neutral. The
chemical reactions of these compounds will be influenced by
their electronic charge, but hydrophobic and hydrophilic ten-
dencies are critical as well. For example, positively charged
compounds that are water soluble can be adsorbed by cation
exchange sites, negatively charged organics may form strong
complexes with iron or aluminum oxides, and uncharged com-
pounds may adsorb onto hydrophobic sites of soil minerals and
organic matter.

The low-molecular-weight carboxylic acids typify soluble
organics (Table 12.2). They are continually exuded by plant
roots and soil microorganisms and are readily degraded with a
half-life of hours. Carboxylic acids have the COOH functional
group. The proton usually is dissociated in soil solutions, and
the resulting negatively charged ligand often can act as a com-
plexing agent for metals. Formic and tartaric acids are exuded
by grass roots, acetic acid is generated under anaerobic condi-
tions, oxalic acid is often associated with ectomycorrhizae, and
citric acid is excreted by fungi and plant roots (Sposito, 2008).
Typical concentrations for these acids range from 10~° to 107
mol L. Stevenson (1967) published an extensive review of these
and other organic constituents in the soil solution.

TABLE 12.2 Organic Components Found in Typical Soil Solutions

Major Components Minor Components

Category (10*-10"2 mol L) (10°-10~* mol L)
Naturally Formate, acetate, Citrate, phenolics, siderophores,
occurring oxalate, amino proteins, alcohols, sulthydryls

acids, simple sugars
Anthropogenic ~ ? Herbicides, fungicides,
insecticides, PCBs, petroleum
hydrocarbons, surfactants,

solvents, antibiotics, hormones

Concentration ranges are estimates and are subject to variability depending
upon specific environmental conditions.

@ Organic contaminants are present in low concentrations except in the case
of spills, leaks, and accidental releases.
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Organic pollutants include those compounds that have
been introduced artificially into the soil, whether by design or
accident. Most organic pesticides are applied at very low con-
centrations (0.1-10kg ha™'). Organics that have been spilled
or accidentally leaked onto the soil can be present at many
orders of magnitude higher. The resulting concentration in the
soil solution will be dependent upon the total concentration
in the soil, water solubility, strength of adsorption, volatility,
and degradability of the compound in question. For example,
the triazine herbicide, atrazine, normally is applied at a rate of
approximately 2kg ha™!, has a water solubility of 35mg L}, is
weakly adsorbed by the soil, has a half-life of approximately
30 days, and has limited volatility. In contrast, glyphosate is
applied atabout the same rate as atrazine but is 1000 times more
soluble, very strongly adsorbed, and not volatile. Immediately
after application, atrazine concentrations in the soil solution
can exceed 5mg L' and represent an environmental threat
to surface and groundwater. In contrast, aqueous glyphosate
concentrations are nearly always <1ug L', and glyphosate is
seldom detected in drinking water. (McBride, 1994, provides
an excellent overview of the chemical behavior of pesticides
in soil.) Organic solvents and petroleum hydrocarbons tend to
have very low water solubilities (<1 g L), but their potential
toxicity is high, and even trace concentrations in the soil solu-
tion may be environmentally significant.

12.2 Sampling the Soil Solution

The definition of the soil solution given in Section 12.1.1 is ideal-
ized and serves as a point from which the soil solution may be
conceptualized. At the experimental level, the “soil solution” is
defined by the method used to separate the aqueous phase from
the rest of the soil. As discussed later, sampling methodology has
a profound influence on the composition of the soluble constitu-
ents. Thus, consistent with the Heisenberg uncertainty principle
for the study of subatomic particles, one cannot sample and
examine the soil solution without altering it.

For both laboratory and field studies of the soil solution, one
of the major problems associated with obtaining an unaltered
soil solution is that the moisture content of field soils can rap-
idly change from air dry to saturated, and the moisture con-
tent influences the chemical and microbiological dynamics in
the aqueous phase. Most techniques for obtaining samples of
the soil solution function poorly when the moisture content
is below saturation, and very few function at all moisture ten-
sions of <33kPa (1/3 bar). The choice of method and moisture
content for obtaining a sample of the soil solution must be
made to minimize the impact on solution composition while
realizing that the act of sampling necessarily changes it.

An example of the influence of moisture content on soil
chemical properties is the often-observed change in pH at dif-
ferent soil:solution ratios (Figure 12.1). Soil pH was measured
for four soils with moisture contents ranging from 1:1 to a ratio
of 10:1 water:soil (on a volume/mass basis). As the amount of
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FIGURE 12.1 The impact of soil:solution ratio on the measured pH of

two soils. Data for sandy loam and silty clay soils from Schwab (1992);
surface horizon and waterlogged soil from Elberling and Matthiesen
(2007). (Data from Schwab, A.P. 1992. Chemical and physical charac-
terization of soils. In L.E. Erickson, S.C. Grant, and J.P. McDonald (eds.)
Conf. Proc. Hazard. Subst. Res. University of Colorado, Boulder, Co.,
p. 326-344; Elberling, B., and H. Matthiesen. 2007. Methodologically
controlled variations in laboratory and field pH measurements in water-
logged soils. Eur. J. Soil Sci. 58:207-214.)

water increased, the pH increased significantly. These obser-
vations lead to the following inescapable conclusion:

Consideration of soil at field moisture contents is necessi-
tated by the inability to predict consistently the effects of
variation in soil to water ratios across broad ranges of soil
solution composition; neither variation in total electrolyte
concentrations or the activity ratios of specific ion compo-
nents of the soil solution can be adequately resolved when
water to soil ratios vary from field moisture contents to
ratios >1. This is the main limitation to the use of water
extracts as models of soil solution.

(Wolt, 1994)

12.2.1 Laboratory Methods

Many laboratory methods have been developed for sampling the
soil solution; only a few will be summarized here. The methods
may be broadly categorized as aqueous extracts, column dis-
placement, and pressure extraction. Each technique has advan-
tages and limitations. (One must also consider proper sampling
and handling techniques for the samples. For example, the
simple act of air-drying the soil can have a profound effect on
the soil chemical and microbiological properties [Bartlett and
James, 1980; West et al., 1992].)

The steps to obtaining aqueous extracts include adding water
to the soil to the point of saturation or beyond, equilibrating, and
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removing solution. Equilibration times and separation techniques
will depend upon the method used and desired application. If a sat-
urated paste is prepared (United States Salinity Laboratory Staff,
1954) for the assessment of soil salinity, the paste is equilibrated
for 16 h followed by vacuum removal of the soil solution. If equilib-
rium with soil solid phases is desired, equilibrations of hundreds to
thousands of hours may be required (Kittrick, 1977; Schwab, 1989;
Evans and Banwart, 2006; Sposito, 2008). The advantages of these
techniques include ease of preparation, simple separation of soil and
solution, and the ability to control many experimental parameters
such as aeration and shaking. Limitations are unrealistic moisture
contents, abrasion of soil surfaces during shaking, and uncertain
impacts of wide soil:solution ratios on solution composition. This
method has been applied with success in many instances (Lindsay,
1979; Berggren and Mulder, 1995).

Column displacement consists of forcing a fraction of the soil
solution from the soil by leaching the soil with an aqueous solu-
tion (miscible displacement) or a water-insoluble organic solvent
(immiscible displacement). These techniques have a long his-
tory, perhaps beginning with Thompson (1850) and Way (1850)
leaching ammonium sulfate solutions through columns of soil
and finding that the ammonium had been replaced by calcium.
Schloesing (1866) used miscible displacement to obtain a sam-
ple of the soil solution; this method is quite similar to modern
miscible displacement techniques (Adams, 1974). In all column
displacement procedures, moist soil is packed into columns to
a desired bulk density, sealing the surface by mechanically dis-
persing the clays, and leaching with the displacing liquid. The
soil solution is collected in fractions until the displacing liquid
appears in the leachate. This system may be modified to include
pressure from the top (Ross and Bartlett, 1990) or vacuum
applied to the bottom of the column (Wolt and Graveel, 1986).

The advantages of column displacement methods are obtaining
soil solution from a soil at field moisture conditions, no require-
ment for grinding or shaking, and maintaining the dissolved
gas content (except in the vacuum modification). Disadvantages
include (1) generally short incubation times to prevent unusual
microbial growth or changes in moisture content; (2) lack of
knowledge of the fraction of the “true” soil solution that is
obtained because of chemical and physical heterogeneity of the
columns and because a large fraction of the water-filled pore space
being occupied by the diffuse double layer; and (3) (in the case of
immiscible displacement) an unknown influence of organic sol-
vents on the displacement of ions.

Pressure extraction is the use of positive pressure, vacuum
(negative pressure), or force applied by a centrifuge to remove the
soil solution. For soils with moisture contents below saturation, the
centrifuge method is more efficient than the positive pressure or
vacuum methods. The efficiency of the latter two methods can be
increased by employing a displacing solution, similar to some of the
techniques described immediately above. Positive pressure meth-
ods generally refer to the use of a pressure membrane (Richards,
1941). A cylinder, equipped with small-pore filters on the inlet and
outlet, is packed with the moist soil. Pressure of approximately
2MPa (20 bar) is applied to the inlet, and the solution is collected
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from the outlet. The centrifugation method, similarly, requires
specialized equipment. The apparatus usually consists of a cen-
trifuge tube to contain the moist soil; a permeable frit, filter, or
ceramic beneath the soil; and a small volume at the bottom of the
apparatus for collection of the extruded solution (Elkhatib et al.,
1986). Large samples (up to 1kg) usually are centrifuged at low
speed, but smaller samples can be subjected to much greater speed
and result in a greater fraction of the soil water being collected. An
immiscible liquid also may be placed on the top of a small sample
prior to centrifugation, a modification of immiscible displacement.

The pressure-membrane approach has not been used as widely
as the centrifuge method because of lower yields, requirement
for large samples, and specialty apparatus. The high-speed cen-
trifuge method is an excellent choice because it uses equipment
that is normally available in a soil chemistry laboratory, yields a
sample very quickly (<1h), and is amenable to a large number of
samples. The disadvantages are similar to other displacement-
type methods: short incubation times, an unknown fraction
of the “true” soil solution that is sampled, uncertain impact of
organic solvents (if used), and potential changes in the dissolved
gas composition. The centrifugation method was used by van
Hees et al. (2001) to infer the importance of organic matter and
exchange reactions in the chemistry of Al in soils.

12.2.2 Field Methods

As is often the case in soil science, field methods of sampling
the soil solution are more challenging than laboratory methods,
particularly when one is interested in obtaining samples that are
truly representative. Field methods cover a wide range of con-
figurations: block or monolithic lysimeters; zero-tension or pan
lysimeters; and porous-cup vacuum samplers.

Monolithic lysimeters are large blocks of soil (undisturbed or
refilled) contained in a structure that has some means of collect-
ing leachates. The apparatus are labor intensive and expensive to
construct but are generally placed in a typical field setting to allow
growth of vegetation while measuring a variety of soil parameters.
The leachate collection system may be free drainage (i.e., zero-
tension or air-entry potential) or use a vacuum system to impose
a moderate moisture tension. Soil in contact with a free-drainage
collection system must be very near saturation to allow water to
move from the column to the collection area. The thickness of the
near-saturated zone above the collection area will be dependent
upon the texture of the soil, and the saturated condition will impact
the chemistry, microbiology, and physics of the soil. Addition of a
vacuum system, while adding to the complexity and cost of con-
struction, will overcome the saturation problem. Unfortunately,
the vacuum will at least partially “degas” the collected leachates.

Water flow through large lysimeters will affect directly the chem-
ical composition of the leachates. In refilled versions, the original
structure is destroyed, and, in the absence of plants, preferential
flow within the soil is eliminated. However, this is unrepresentative
of natural conditions. Block-type “undisturbed” lysimeters pre-
serve much of the original soil structure, and water movement will
be similar to the original field condition. In both block and refilled
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Drain
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4= Sample collection vessel

FIGURE 12.2 A zero-tension, pan lysimeter in a typical field context.
The collection vessel and drain tube are located in an excavated trench
cut into the soil along the side of the sample area.

lysimeters, wall flow (movement of water in the spaces between the
lysimeter walls and the soil) can be an important form of preferen-
tial transport of water and solutes (Till and McCabe, 1976). Wall
flow can be minimized through careful design and construction,
and its relative impact is lessened as the ratio of surface area of the
side walls to the total volume of soil increases.

Zero-tension lysimeters include any device installed in the soil
that collects water by free drainage of the soil above including pans,
troughs, funnels, and plates. These lysimeters usually are installed
from a trench. A slot is excavated from the trench into the soil that
allows installation of the lysimeters (Figure 12.2). Leachate collects
in the lysimeter, and the sample is removed by means of a hose
or tube leading to the trench or to the soil surface. This lysimeter
design is useful for monitoring the solutes that move with water.
The assumption is made that the soil disturbance from digging the
trench and installing the pan will have little impact on water flow
and solute composition. However, water will not flow into the pan
until the soil is nearly saturated. Water can accumulate above the
interface between the soil and lysimeter and cause incoming water
to move laterally away from the lysimeter. Modifications to this
procedure such as putting the lysimeter under tension (Cole et al.,
1961) can overcome this problem in part.

Porous-cup vacuum lysimeters (Figure 12.3) are widely used
in sampling the soil solution. Their design is simple, and they are
easily installed using standard soil sampling equipment. Entire
assemblies are readily built or available commercially. A length
of PVC pipe is fitted with and glued to a ceramic cup. A rubber
stopper with two air lines is placed in the opposite end of the
pipe. The lysimeter is buried in the soil with the ceramic cup
facing down and the air lines extending to the soil surface. One
air line is used for drawing a vacuum, either with a hand pump
or with a portable electric pump. The lines are sealed, and the
lysimeter is allowed to draw the soil solution into the ceramic
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FIGURE 12.3 Design of a typical porous-cup vacuum lysimeter.

cup. (A continuous vacuum may be applied, or the vacuum may
be applied intermittently.) The second air line extends to the
bottom of the cup and is used for retrieving the collected sample
either by drawing a vacuum on the retrieval line (marked B in
Figure 12.3) or by applying pressure on the other line (A).

Porous-cup lysimeters have been criticized as field samplers
of the soil solution (Caron et al., 1999). The ceramic cup has the
potential to retain analytes or to contaminate the sample (Wood,
1973), particularly for inorganic species. Likewise, the PVC tube
can retain organic compounds of interest. The area of soil that is
sampled is not known (Warrick and Amoozegar, 1977), but will
be influenced by the vacuum applied (Morrison and Lowry, 1990),
the texture of the soil, the method of installation, and soil mois-
ture content. Unlike the other field methods described above,
vacuum pore water samplers will operate only when the operator
engages them. Unless the porous cup is in saturated soil, the soil
solution will not flow into it until vacuum is applied.

Each field method has positive and negative aspects. The
monolithic lysimeters are, in essence, a field laboratory with all
parameters either controllable or measurable. However, they
are difficult and expensive to construct and maintain, and wall
effects can be dominant. Zero-tension lysimeters are less expen-
sive but require significant disturbance to the soil adjacent to
the site, and water flow patterns may be altered immediately
above the interface between soil and lysimeter. Vacuum pore
water samplers are the least expensive of all field methods but
collect the smallest fraction of the soil solution. In all cases, the
soil solution will be defined by the specifics of the method used.

12.3 Thermodynamics
of the Soil Solution

In discussing the thermodynamics of aqueous systems, strong
distinctions are made between chemical equilibrium and
nonequilibrium (kinetic) systems. Overlap exists between
the statics and dynamics of solutions both on theoretical and
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practical basis. In this section, only equilibrium thermodynam-
ics will be addressed. Kinetics are addressed in Chapter 13. The
assumption of equilibrium may be applied safely to only a frac-
tion of the reactions occurring in soils; many reactions do not
achieve equilibrium before new perturbations are imposed.
Despite serious practical limitations, equilibrium models are
important because “they are simpler in that they require less
information, but they are nevertheless powerful when applied
within their proper limits” (Stumm and Morgan, 1996).

Soil solutions are open systems in which energy and mat-
ter are exchanged readily with the surrounding environment.
Experimentalists often are more familiar with closed systems
in which such exchanges do not occur and rigorous mass and
energy balances can be applied. Thus, the study of soils in natu-
ral settings can require some adjustments in design, execution,
and interpretation. Open systems will be assumed in all deriva-
tions discussed later unless otherwise noted.

Chemical thermodynamics of aqueous solutions have been
developed to various degrees of depth and detail, depending upon
the application. Stumm and Morgan (1996) provide an excellent,
in-depth discussion of equilibrium thermodynamics for aqueous
systems. Wolt (1994) provided a discussion of similar depth but
with the ultimate application to soil solutions. Sposito (1981) dedi-
cated an entire textbook to the subject of the thermodynamics of
soil solutions. The reader is referred to these references for a thor-
ough discussion of chemical thermodynamics applied to aqueous
solutions. In this chapter, important thermodynamic laws and
equations will be stated and discussed; they will not be derived.

12.3.1 Fundamentals, Units, and Variables

As mentioned previously, true equilibrium is achieved in only
a fraction of the reactions that occur in soil solutions but is a
powerful tool when properly applied. Some of the reasons for
investigating the application of equilibrium thermodynamics to
systems that are frequently not in equilibrium include determin-
ing whether some or all of the components of the solution are in
equilibrium; comparing the measured system with systems in
equilibrium; quantifying the energy of disequilibrium (i.e., the
energy input necessary to achieve equilibrium); and calculating
the effects of temperature on equilibria. The equations necessary
to obtain these goals are presented in the following sections.

TABLE 12.3 Variables, Thermodynamic Functions,
and Equations of State

Variable Units Function Equation of State
Temperature () K Enthalpy (H) dH=TdS+VdP
Entropy (S) Jdeg'  Helmbholtz free dA=-SdT-Pdv
energy (A)

Pressure (P) kPa Gibbs free energy (G) dG=-SdT + VdP
Volume (V) L Internal energy (E) dE=TdS-PdV
Chemical ] mol!

potential
Quantity mol
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Important variables and functions and associated units are
given in Table 12.3. Nearly all thermodynamic equations rela-
tive to soil solutions are derived from the four principles of ther-
modynamics and the first and second laws of thermodynamics
(Stumm and Morgan, 1996). The four principles of thermody-
namics establish an absolute temperature scale, define the inter-
nal energy of a system, and describe the relationship between
entropy and temperature.

12.3.2 First and Second Laws
of Thermodynamics

The first law of thermodynamics for equilibrium systems of fixed
compositions,

dE =dq -dw, (12.1)

represents the changes in internal energy (E) as affected by heat
transferred to the system (q) and work done by the system (w).
For a reversible process, the second law is given by

ds.,, =24

s 12.2
= (12.2)

and relates the temperature and heat transferred to a system with
entropy (S). Other forms of this equation exist for the system
plus its surroundings as well as irreversible changes in a system.

From the basic (not differentiated) equations H = E + PV and
G =E + PV - TS, one can obtain the important relationship,
G = H - TS, where G is the Gibbs free energy, H is enthalpy, P is
pressure, and V is volume. For a finite state change at constant
pressure and temperature,

AG =AH -TAS. (12.3)

This equation, a restatement of the second law of thermodynamics
in terms of state functions of the system, is used in the application
of thermodynamics to numerical solutions of chemical problems.

12.3.3 Associated Thermodynamic
Relationships

The development of theoretical thermodynamics can be quite
detailed, but its utility can be realized only if expressed in mea-
surable variables. For example, enthalpy change (dH) in Table
12.3 can be described as dH = dq + V dP; if dP = 0 (constant
pressure process), then dH = dq,. This expression is particularly
useful in determining temperature effects because constant
pressure heat capacity (C,) is measurable and is given by

(12.4)

o -().
ar},
In the absence of external work, g, = AH.
Under conditions of constant pressure and constant

temperature the state of a system is characterized by dG. For
irreversible changes in a system,

dG-VdP +S8dT <0, (12.5)
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and for reversible changes,
dG-VdP+S8dT =0. (12.6)

The above equations are applicable only for systems of constant
chemical composition, dn; = 0. When the composition of only
species i is allowed to change,

dG = (E) dT+(§) dp+2(£) dn;. (12.7)
aT P,n; aP T,nj 7 ani P.T,nj

12.3.4 Chemical Potential and Free Energy

The chemical potential, |1, of a species i is defined as

" = (E)
ani P.T,nj

Employing the relationships (0G/0T),,,; = —S and (0G/0P),,; = V
yields the equation

(12.8)

dG = -SdT + VdP + E w, dn;, (12.9)

and for a single-phase system at constant temperature and

pressure,
dG = E “‘i dn,‘.

For a multiphase system, dG for the entire system is obtained by
summing [, dn; over all phases. When equilibrium is established
for all reactions and phases, dG = 0.

These basic equations can be manipulated further to yield equa-
tions for chemical potentials of components in various phases.

(12.10)
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The resulting relationships depend upon assumptions made dur-
ing the derivation. Equations for gases and electrolytes are
summarized in Table 12.4. As an example derivation for an ideal
gas, consider the partial free energy of this gas with respect to P at
constant T and n:

(E) _v (12.11)
aP),
and, thus,
(E) _nRT (12.12)
), P

If the second equation is rearranged and integrated from G°
(standard free energy) to G and from P* (standard pressure) to
P, the result is

G-G° =nRTln( P ) (12.13)

P

Differentiation with respect to n and recalling the definition for
chemical potential gives

W =l + RTln( P’;, ) , (12.14)

where [ is the chemical potential for the ideal gas in its standard
state (e.g., as defined by the conditions given in Table 12.4) at
T = 298.15K and P = 101.33kPa (1atm). Similar derivations for
real gases, condensed phases that obey Raoult’s law and condensed
phases that obey Henry’s law, are summarized by Wolt (1994).

Sposito (1994) discussed the standard states for phases and
elements relevant to the study of soil solutions.

TABLE 12.4 Expressions for the Chemical Potential of Components in Gas and Condensed Phases as Influenced

by the Assumptions of the Behavior of the Component

Phase Chemical Potential Coeflicients Standard State
Ideal gas W; = ¢ + RT In(P/P°) 298.15K, 101.33kPa; pure ideal gas at 101.33kPa
Nonideal gas W, =W + RT In(PA,) A, = fugacity coefficient ~ 298.15K, 101.33kPa; pure nonideal gas at 101.33kPa, A, = 1

Condensed phase: follows Henry’s law

Condensed phase: does not follow
Henry’s law

Condensed phase: follows Raoult’s law

Condensed phase: does not follow
Raoult’s law

Solute in ideal, dilute solution

Solute in nonideal solution

Solute in nonideal solution

W= u¢ + RTIn(C)
W, =W + RT In(CA,)

W, = W¢ + RT In(y,)
W; = M7 + RT In(y\)

W= ¢ + RTIn(C)
W = 19 + URT In(Cyy)

W= 1+ VRTIn(C.y.)

Ci=P/Ky;
A; = Henry’s law
coefficient

Xi=DP/P

A; = Raoult’s law
coefficient

v; = single ion activity
coefficient

Y. = mean activity
coefficient v =
stoichiometric
coefficient

Pure condensed phase component, C{ =1

Pure condensed phase component, C =1and A, =1

Pure condensed phase component, 7 =1

Pure condensed phase component, x; =land A, =1

Pure condensed phase component, C; =1

Pure condensed phase component, C/ =1land y, =1

Pure condensed phase component, C, =1and y, = 1

Sources: Wolt, ].D. 1994. Soil solution chemistry. Applications to environmental science and agriculture. John Wiley & Sons, New York; Stumm, W.,
and J.J. Morgan. 1996. Aquatic chemistry. Chemical equilibria and rates in natural waters. Wiley Interscience, New York.
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12.3.5 Chemical Potential and Activities
in Ideal Solutions

Perhaps the most important expressions for chemical potential
in dealing with soil solutions are those for solutions of electro-
lytes. A classical case is that of NaCl dissolved in water. Sodium
chloride is a strong electrolyte, indicating that it is dissociated
fully with no NaCl complexes in the aqueous solution. The
chemical potential of this solution is the sum of the chemical
potentials for the Cl~ and Na* species:

WUNacl = “’Na* + MCI" (1215)
In an ideal, dilute solution, the equations for the chemical poten-
tials of the individual ions with concentrations C, . and C-
would be

Uy,s = Uy« + RTIn(C.), (12.16)

Wy =ug- + RTIn(C,.). (12.17)

The standard potential for an aqueous solution of NaCl ((,ciq)
is defined as

MDNaCl(aq) = Mf\la* + MDCl— > (1218)
and the total chemical potential is
UNaClag) = Mlaciaq) + RTIn(C . C - ). (12.19)

If the concentration of the salt is defined as Cy, and realizing
that CNaCl = CNa* = CCI” then

Wnact = URact + RTIn(Craar)’ (12.20)

12.3.6 Activities and Activity Coefficients:
Nonideal Solutions

For nonideal solutions, the concept of activity and activity coef-
ficient is introduced. A nonideal solution of NaCl would have a
chemical potential of

MNaCl(eq) = M(I)\IaCl(aq) + RTln(acl—aNa+) (1221)

or
“’NaCl(eq) = u'?\lacl(aq) + RTln(CCl’Ycl’ CNa +Y Na* )’ (1222)

in which g; is the activity of component I and v, is the activity
coefficient of component i. The product a,_.a,- is designated by
Ay,c» Which is the activity of the aqueous solute, and its mean
activity is a. = (ay,.a.-)"%, which can be determined experi-
mentally. Similarly, the mean activity coefficient, v,, is equal
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/ . .
to (Yot Yo 2 YnatY - can be determined experimentally by
measuring water vapor pressures over NaCl solutions of varying
concentrations.

12.3.7 Equilibrium Constants

The Gibbs free energy of a reaction can be related to the system
composition through the expressions for chemical potential:
=W +RTng; (12.23)

and AG

(12.24)

AG = E LUATIR

in which v; is the stoichiometric coefficient of a component i in
the reaction. Combining these equations gives

AG = E v + RTE v, In(a) (12.25)
or
AG = AG® + RTlnH(ai)”f, (12.26)
where
AG® = Euiuf, (12.27)

1

AG° is the standard Gibbs free energy change of the reaction
IT; is the quotient of concentrations of products over reactants

Consider the reaction,

aA +bB <> cC+dD, (12.28)

in which
a and b are the stoichiometric coefficients of reactants A
and B
c and d are the stoichiometric coefficients of products C
and D

The expression for I, would be

[aéag]
a_b |
a,ag

The expression often is given the symbol Q. Thus,

AG =AG’ + RTInQ. (12.29)
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At equilibrium, AG = 0, Q = K (the equilibrium constant), and

AG’ = -RTInK. (12.30)
Both K and Q are written in terms of activities (a;), but activi-
ties of individual species are not measurable. However, both
can be written in terms of concentrations using the relationship
between activity and concentration, a; = C, y;:

K = aéadb _ (Cey o) (Cpy D)d
aﬁaﬁ (Cay a)'(Cyys )b

(12.31)

12.3.8 Effects of Temperature and Pressure

The general expression for the effect of temperature on the free
energy of reaction is

[ 9AGIT __AH" (12.32)
aT ) T

P

and the van’t Hoff equation for the corresponding equilibrium
constant is

dinK AH°
dT  RT?’

(12.33)

The temperature dependence of enthalpy of reaction is

T

H,-H, = f C,dT. (12.34)
T

If AH° is independent of temperature,

K AHO( L 1 ) (12.35)

n -
K, R\T, T,

or, when the heat capacity ([JC;) is independent of temperature,

n&=AH (i-i) +ACP E—l-lnﬁ (12.36)
K, R \T T R \T T,

2 2

or

AHOJ ACS
+

InK =B - ( InT, (12.37)
RT R

where B and AH, are constants (Stumm and Morgan, 1996).
When [IC; is a function of temperature, the form of the final
equation will reflect the temperature-dependent expression for
the heat capacity.

The effects of pressure on free energy and equilibrium con-
stants are handled in a fashion similar to temperature (Stumm

129

and Morgan, 1996). The general expression, when AV is inde-
pendent of pressure,

nKe) __AVI(P-D (12.38)
K, ), RT
With specific reference to aqueous solutions,
w; =w + RTny,C, (12.39)
dlnK °
(kY __ave (12.40)
\op ) T RT
dlny; V. -V,
(Olyiy _ _Vi-Vi (12.41)
\op ). RT

where
V, is the partial molar volume
1-° . . . .
Vi is the standard partial molar volume of species i

12.3.9 Single-Ion Activity Coefficients

The mean activity coeflicient of a salt in solution, 7,, is measur-
able by experimental methods. However, the activity coefficient
of a single ion, such as Y y,+ or ¥ g, is not measurable and must
be estimated by theoretical models. Such a model was provided
by the Debye-Huckel theory, which combined thermodynamic
and electrostatic expressions to describe the interaction between
charged species in solution. In its first configuration, the theory
was based upon the assumption that the ions act as point charges.
The resulting equation, the Debye—Huckel limiting law, was
logy; = —AZ(I*), (12.42)

where

Z,1s the valence of the ion

Iis the ionic strength of the solution (I =0.5) C,-Z,-Z)

A is related to the dielectric constant for water and has a value

of 0.509 at 298.15K and 101.33kPa

Activity coefficients calculated from this equation begin
to deviate from measurements when I > 0.005mol L. The
Debye-Huckel theory was extended to greater ionic strengths
(I = 0.1mol L) by adding terms that account for the spatial
interaction of the ions:

—AZI

—_— 12.43
1+ a1 ( )

logy; =

in which B is a constant that depends upon the nature of the
solvent and temperature. For water, 3 is equal to 0.328 x 10® at
298.15K and 101.33kPa. The ion size parameter, a;, ranges from
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(2.5 t0 9) x 1078 and must be obtained from a compilation of val-
ues (Kielland, 1937). The Davies equation is a further modifica-
tion of the Debye-Huckel and is applicable when I < 0.5mol L%

/ IO.S \

The advantages of the Davies over other equations are the appli-
cability to higher ionic strengths and the elimination of the
necessity of using f values.

12.3.10 Electrochemical Potential

The standard electrochemical potential of a oxidation/reduction
reaction, E°, is the potential of the reaction relative to the oxida-
tion of H,(g) to H* in aqueous solution. The balanced chemi-
cal reaction of such a cell involving the reduction of Cu?* to the
metal would be

Cu**(aq) + H,(g) <> 2H" + Cu(s). (12.45)
The half-cell reactions are conveniently written as follows, with

the implicit understanding that the hydrogen half-cell is always
present:

Cu**(aq) +2e” <> Cu(s). (12.46)

For any given reaction, the Nernst equation may be derived:
2.303RT

| |A{0X}""
EH =E;.)] +——1lo !

nF g]i[.{red}nj ’
j
where

E,; is the measured potential

E} is the standard potential of the cell

R is the gas constant

T is temperature in degrees K

n is the number of electrons involved in the reaction

F is the Faraday constant

IT designates the product of either the reactants or products
in the equation

(12.47)

For any oxidation/reduction reaction, the relationship between
the electrode potential and pe, negative logarithm of the electron
activity, —log(e”), may be derived as

F

- B 12.48
2.303RT (12.48)

pe

or pe = E;/59.2 when Ej is in mV and determined at 298.15K.
As with H*, aqueous solutions do not contain free electrons,
and the concentration of solvated electrons is vanishingly small.
Nevertheless, pe is a very convenient parameter in manipulating
equilibrium equations and plotting data.
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FIGURE 12.4 Relationship between crystallographic radius and
enthalpy of hydration of monovalent, divalent, and trivalent cations
and monovalent halide anions. The drawn lines represent linear regres-
sions: R? = 0.98 for monovalent cations; R = 0.90 for divalent cations;
R? = 0.99 for trivalent cations; and R? = 0.98 for monovalent anions.
(Data from Bohn, H., B. McNeal, and G. O’Connor. 1985. Soil chemis-
try. Wiley Interscience, New York; Morris, D.EC. 1969. Ionic radii and
enthalpy of hydration of ions. Struct. Bond. 63:157-159.)

12.3.11 Heat of Hydration of Ions

One of the most important reactions for ions in solution is hydra-
tion, the electrostatic interaction between the polar water mol-
ecules and the charged ion. When an ion is released into aqueous
solution, heat is released as water molecules form a somewhat
ordered structure around the ion. The water that surrounds
the ion tends to insulate the charged species from other ions in
solution. In infinitely dilute solutions, this solvation effect com-
pletely isolates the ions from interacting with each other.

The heat released during solvation of an ion by water is the heat
of hydration, AH, ;.- The strength of the water—ion interaction
increases with increasing valence because higher charged ions have
the capacity to react with more water molecules. Within a group of
ions of the same valence, AHj, 4,,in decreases (becomes more nega-
tive) linearly with decreasing crystallographic radius (Figure 12.4).
Thus, a small monovalent ion such as Li* releases more heat upon
hydration than the much larger Cs* ion. A direct result of this is
that Li* also has a greater hydrated radius than Cs*, which is partly
responsible for some of the differences in strength of retention of
these ions by cation exchange sites in soil (see Chapter 17).

12.4 Interactions of Gases
with the Soil Solution

Chemical reactions between gases and the liquid aqueous phase
are important not only in the soil solution but also in biologi-
cal systems, surface water, groundwater, and the atmosphere.
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For example, acid rain is a long-recognized problem that results
from the combustion of fossil fuels. The oxidation of C, S, and
N in the fuels generates several gaseous oxides including CO,,
NO,, NO, SO,, and SO;. When these oxides dissolve in water,
they generate acids: H,CO,, HNO,, HNO,, H,SO,, and H,SO,.
The extent to which the gaseous oxides dissolve in the water can
be described by Henry’s law referenced in Section 12.3.4 and
given in Table 12.4.

12.4.1 Henry’s Law

The equilibrium distribution of a species between the gas phase
and the aqueous is given by Henry’s law. The expression is based
upon the thermodynamic parameter, chemical potential, and
requires the determination of a partitioning coefficient for each
gas. The thermodynamic expression is

fA = KaA, (1249)
where

K is a constant

£ is the fugacity of the gas

a, is the activity of the species in the aqueous phase

The transition between the above thermodynamic equation
and a usable expression with measurable terms is made simpler
if one first assumes the condition of dilute solutions and low
concentrations in the gas phase. Under these circumstances,
Henry’s law may be written in one of two ways, either of which
is correct. In the first expression, the partitioning coefficient
(H) is dimensionless:

[Atag)] _

= (12.50)

[46)]
The units of concentration for the gaseous and aqueous species
must be the same (e.g., mol L™!). In the second form of Henry’s
law, the partitioning coeflicient is not dimensionless:

[46a] _,
P,

(12.51)
If the units of concentration for the aqueous component are mol
L' and the partial pressure is in atmospheres, then K;; must have
units of mol L' atm™. The conversion between H and Ky is

KH =£.

12.52
RT (12.52)

Table 12.5 contains a compilation of K;; values for important
gases in soils and other settings.

Although Henry’s law dictates that the solubility of gases in
water is a linear function only of their partial pressures, many
of the dissolved species react further with water to form acids
that are subject to deprotonation. Thus, pH is an important
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TABLE 12.5 Henry’s Law Constants (K};) for Important
Gas-Water Reactions

Gas Ki295.15 (mol L' atm™) Gas  Kjj,e515¢ (mol Lt atm™)

H, 7.78 x 107 0, 1.27 x 1073
N, 6.53 x 104 N,O 242 x 1072
NO 1.92 x 103 co 9.77 x 1074
Co, 3.39 x 102 H,S 1.02 x 10!
SO, 1.36 cl, 9.31 x 102
CH, 1.41 x 1073 NH, 5.71 % 10!
0, 1.04 x 10

Constants were calculated from the data of Gevantman (2001) with
the exception of NH, (Sposito, 2008).

controlling variable for the total dissolved component in aque-
ous solution. Calculations also can be complicated by whether
the system contains an infinite sink of the gas (open system)
or if the gas is limited (closed system). These calculations are
handled in detail by Stumm and Morgan (1996).

12.4.2 Volatile Organic Compounds

Many organic compounds are subject to loss from solid, liquid,
or aqueous phases through volatilization. As with inorganic
gases, the tendency for volatile organic compounds to partition
between the aqueous phase and the atmosphere can be described
by Henry’s law. Henry’s law constants can be calculated by mea-
suring aqueous and gaseous phase concentrations in systems at
equilibrium (Table 12.6).

12.4.3 Rates of Dissolution of Gases in Water

Quantification of equilibrium distributions of volatile com-
pounds between the atmosphere and aqueous phase is more
powerful when accompanied by an understanding of the rates
of reactions. Transfer of a gas across the liquid/gas interface can
be approximated by a diffusion model with two diffusion films

TABLE 12.6 Water Solubilities, Vapor Pressures, and Henry’s Law
Constants for Selected Organic Compounds

Water Solubility Vapor Pressure, K;; (mol Lt
Compound (mol L) P, (atm) atm™!)
Hexane 7.0x 10 0.25 2.8%x1073
n-Octane 5.8 x107¢ 1.8 x 102 3.1x10*
Dieldrin 5.8 %107 6.6 x 107 88
Lindane 2.6 x 107 8.3x 1078 313
Naphthalene 2.6x 10 1.0x 10 2.6
Benzene 2.3%x1072 0.12 0.19
Toluene 5.6 x 1073 3.7 x 1072 0.15
Biphenyl 49 %107 7.5 %107 0.65
Dimethyl sulfide 0.35 0.63 0.56

Source: Stumm, W.,, and J.J. Morgan. 1996. Aquatic chemistry. Chemical
equilibria and rates in natural waters. Wiley Interscience, New York.

A more comprehensive compilation is available in Staudinger and Roberts
(1996).
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(liquid phase and gas phase) assuming that the bulk phases are
well mixed (Stumm and Morgan, 1996). The diffusion films are
assumed to be within a very small distance of the interface.

The flux across the films of thickness z is expressed by Fick’s
law:

F=—D£.
dz

(12.53)
The units for flux, F, will depend upon the units of concentration
(¢), diffusion coefficient (D), and thickness; assuming concen-
trations in mol m=, D in m? s7, and distance in m, then F will
have units of mol m= s71. A steady state will have been achieved
when the flux across the two films is equal. The thickness of the
air diffusion film is assumed to be z,;,; the thickness of water
diffusion film is z,,,; the concentrations in the air and water
are ¢,;, and c,,.,; the concentrations in the air-water interface
is ¢,_,; and the concentration in the water-air interface is c,,_,.
Therefore, at steady state,

a

F= _&(Cw—a - CW) =- (Ca - Cu—w)‘ (1254)

ZW a

Assuming that the transfer across the interfaces is much faster
than any ensuing chemical reactions that may occur, Henry’s
law may be applied to the concentrations in the interface regions
(using the dimensionless constant from Section 12.4.1):

C

z, \ H w

H =" = K,RT. (12.55)
Ca-w
Substituting into the steady-state equation,
F = D. (CWJ—CQ)=&(CW - Cy-a)- (12.56)

Using data from Lovelock et al. (1993 in Stumm and Morgan,
1996), one can calculate that the flux of freon across the water—
gas interface in marine environments is 1.5 x 10™ g cm year ..
Extended derivations and similar calculations can be made for
other chemical systems after making allowances for chemical
reactions. For example, the steady-state flux of CO,(g) from a
lake into the atmosphere is 6 x 10~ mol cm™ s™! at pH 6.7, total
alkalinity of 3 x 103 mol L}, and 298.15K.

12.5 Acid-Base Reactions
in the Soil Solution

Acid and base reactions are the most fundamental and often
the most important in soil solutions. The weathering of primary
minerals often generates alkaline conditions, and natural and
anthropogenic activities can generate acidic conditions. The
rates and extents of many chemical reactions are dependent
upon soil solution pH including biological activity, mineral
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dissolution, partitioning of some gases, and bioavailability of
critical nutrient elements. This section will address some of the
important acid-base concepts and discuss the numerical handling
of related equilibria.

12.5.1 Fundamentals of Acid-Base Chemistry
in Soil Solution

The central component of acid-base reactions is the proton or
hydrogen ion, H*. This ion does not actually exist as H* in aque-
ous solutions but is hydrated to form H,0*, H,05", H,0,", etc.
For the sake of simplicity in representing the equilibria involv-
ing the proton, the symbol H* will be used.

According to the Bronsted-Lowry concept, an acid is any
substance that donates a proton to another substance. Similarly,
a Bronsted-Lowry base is any substance that accepts a proton
from another substance. Using this definition, hundreds of
reactions in soil solutions are examples of acids and bases. For
example, bicarbonate ion dissociates readily to form carbonate
and H*:

HCO;™ <> CO,* + H*. (12.57)
In this case, bicarbonate is acting as an acid. Bicarbonate may
also act as a base, accepting a proton to form carbonic acid:

HCO;™ + H" <= H,COj4. (12.58)
Although the discussions of Bronsted-Lowry theory for acids
and bases presented here will be limited to aqueous systems,
the theory is applicable to all solvents in which protons may be
exchanged, including ammonia, sulfuric acid, and ethanol.

Metal ions in aqueous solutions are readily solvated and, as
such, exist as hydrates rather than bare ions. The number of
water molecules surrounding a cation in the first hydration layer
will be dependent upon the ionic radius of the cation and its
charge. The water in the hydration sphere tends to act as a weak
acid, donating a proton to the solution and (in essence) contrib-
uting a hydroxyl ion to the metal:

[Fe(H,0)| " <> [Fe(H,0);OH] +H". (12.59)
The acidity of the water associated with the hydrolysis reaction
increases with increasing valence and decreasing ionic radius of
the central cation.

Another acid-base concept was formulated by G.N. Lewis
(Lewis and Randall, 1923). A Lewis acid accepts a pair of elec-
trons from a Lewis base. All Bronsted-Lowry acids and bases are
also Lewis acids and bases, but the Lewis definition encompasses
more reactions. In the neutralization reaction of H* with OH- to
give water, a lone pair of electrons on the hydroxyl is donated to
hydrogen; thus, this reaction fits both acid and base definitions.
When an orthophosphate ion reacts with Fe(III) in the structure
of goethite, the Fe(III) accepts an electron pair from the oxygen



Soil Solution

on the phosphate group to form the bond. This fits the Lewis
definition of an acid-base reaction but is clearly not a Bronsted-
Lowry acid-base pair.

12.5.2 Calculations for Acid-Base Equilibria

Graphical representations of acid-base equilibria can take sev-
eral forms, but the underlying calculations are built on the same
theoretical foundation. Whether the system is simple or com-
plex, the approach is the same, although organizing and execut-
ing the computations can be challenging for large systems. The
first step is to identify the participating components, assemble
the pertinent equations, identify the master variables, and solve
the equations in terms of the master variables. A simple system,
aqueous solution of carbonate, will be used as an example with
more complex systems developed later in this chapter.

In this system, the species in solution would be OH-, H*, H,CO3,
HCO,",and CO;*~ with CO,(g) in the gas phase. The defining reac-
tions and equilibrium constants are given in Table 12.7. The equi-
librium constants (K°) are given at zero ionic strength, 298.15K, and
101.33kPa (1 atm) and are taken from Lindsay (1979). By defining
the equilibrium constants at zero ionic strength, it is assumed that
all species are given in terms of activities. In Figure 12.5, activities
of the three solution species in equilibrium with 0.0003 atm CO,(g)
are plotted as a function of pH. The predominant solution species
below pH 6.33 is H,COS3 at an activity of 10-4%. Between pH 6.33

TABLE 12.7 Controlling Equations for
Equilibria Involving CO,(g) and H,O(1)

Equation log K°
CO,(g) + H,0(1) <> H,COS (aq) -1.46
H,COj <> HCO;™ + H* -6.36
H,CO4 <> CO;* +2H* -16.69

Source: Lindsay, W.L., Chemical Equilibria in
Soils, Wiley Interscience, New York, 1979.
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H,CO3

log (activity)
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FIGURE 12.5 Activities of carbonate species as affected by pH
assuming equilibrium with Peo, = 0.0003 atm.
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FIGURE 12.6 Mole fraction distribution of carbonate species as a
function of pH. For all calculations, activity coefficients are assumed
to be unity (y, = 1.0).

and 10.36, the dominant carbonate species is HCO;~ with CO*”
being present at the greatest activities above pH 10.36. However, the
total carbonate in solution approaches molar quantities near pH 10
in equilibrium with carbon dioxide at this pressure, concentrations
rarely seen in natural solutions. Thus, the kinetics of CO,(g) disso-
lution probably predominate over equilibrium predictions at these
high pH values in open systems.

Information similar to Figure 12.5 can be provided without
the overlying assumption of an open system or predicting equi-
librium activities. Figure 12.6 is a mole fraction distribution
diagram depicting the relative concentrations of the three car-
bonate species as a function of pH. The mole fraction is defined
as the ratio of the concentrations of a given species to the sum of
the concentrations of all the carbonate species. For CO5*",

[CO; ]
[H,CO$]+[HCO; | +[COZ

(12.60)

Mole fraction (carbonate) =

The equilibrium expressions for these species in Table 12.4 are sub-
stituted appropriately and solved across pH (Lindsay, 1979). The
resulting diagram (assuming that y, = 1) is applicable to either open
or closed systems and requires equilibrium only among the solu-
tion species; equilibrium between the aqueous and gaseous phases
is not required. As Figures 12.5 and 12.6 illustrates that bicarbon-
ate ion is dominant between pH 6.36 and 10.33 with carbonic acid
dominant below pH 6.36 and carbonate above pH 10.33.

In the examples above, the simple system of carbon dioxide
in water was considered. Multiple component systems or other
complexities can be handled in the same fashion.

12.5.3 Buffering Capacity of Soil Solutions

Because of the many acids and bases present in the soil and dis-
solved in the soil solution, the acid-base chemistry of soils is
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FIGURE 12.7 Theoretical titration curves of an aqueous solution
containing pure water ([J) in a closed system (no access to atmospheric
CO,(g)), 0.001 M total carbonate in a closed system (A), or an open
system in equilibrium with atmospheric CO,(g) at 30Pa (0.0003 atm)
(@)- In all systems, the assumption is made that v, = 1 and the volume
remains constant.

highly complicated. One of the results of this complex system is
that the pH of soils and, to a smaller extent, soil solutions does
not change greatly in response to inputs of acid or base. The abil-
ity of a system to resist pH changes is called the buffering capac-
ity or buffering intensity and can be determined experimentally
by titrating the solution and measuring the pH at each increment
of acid or base addition. A simple, qualitative illustration of the
buffering power of carbonate in water is illustrated in Figure
12.7 in which aqueous solutions are theoretically titrated with
base from pH 7 to 11. In the first case, only pure water is titrated,
and the solution shows little capacity to resist pH change; with
each increment of base, a large pH change is noted. In the second
case, a solution containing 0.001 M total carbonate is initially
adjusted to pH 7 and titrated with NaOH to pH 11. In this theo-
retical titration, activity coefficients are ignored (y; = 1), but the
volume is assumed to remain constant. The carbonate solution
has a significant resistance to pH change (buffering capacity)
compared with the pure solution. The third case in Figure 12.7 is
an open system in equilibrium with atmospheric CO,(g) assum-
ing 0.0003 atm (30 Pa). The buffering capacity of this solution is
low when pH < 8, but at greater pH values, the dissolution of CO,
into the solution radically increases the buffering.

Buffering may be quantified mathematically by defining buff-
ering as the change in pH induced by the addition of acid or base
to a solution:

Buffering = Al _
ApH

_ACu (12.61)
ApH

Thus, the buffering is mathematically defined as the change in
pH induced by an increment of acid or base (in mol L™!) added
to the system. For a monoprotic acid (HA) dissolved in water,
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the buffering can be shown to be represented as (Stumm and
Morgan, 1996)

L HAJ[AT] \

. 12.62
[HA]+[A7]) (1262

Buffering = 2.3([H*] +[OH]

This equation defines the buffering of the system at any point
in the titration of the monoprotic acid, HA. Similar expressions
can be derived for mixtures of acids or for polyprotic acids.

12.5.4 Soluble Organic Acids

The chemistry of soluble organic acids in soil solutions has not
been studied to the extent of inorganic acids, although detailed
reviews exist (e.g., Stevenson, 1967). The relative lack of informa-
tion is not because of the lack of importance of soluble organic
in soils but is a reflection of the difficulty in quantitatively char-
acterizing the organic components in solution and the dynamic
nature of soil organic molecules. Many simple organic acids have
been identified in solution ranging from formic and acetic acids
to more complex aromatic acids such as catechin (McKeague
et al.,, 1986). The aliphatic carboxylic acids are degraded very
rapidly, but the aromatic acids tend to be more persistent.

For organic acids that can be identified, the theoretical
approach to defining their chemistry is identical to that of inor-
ganic acids. Extensive lists of acidity constants have been com-
piled (Martell and Smith, 2004), and these constants may be
used to generate activity and mole fraction diagrams similar to
Figures 12.5 and 12.6. The concepts of buffering intensity and
acid neutralizing capacity of organic acids are applied in identi-
cal fashion as those of inorganic acids.

Methods also exist for quantifying the acid-base behavior of
more complex organic mixtures. A direct approach is to titrate
the soil solution or extract, plot the titration curve, and identify
the characteristic buffering regions (Dudley and McNeal, 1987;
Sposito, 2008). The resulting curves can be modeled based on
hypothetical mixtures of organic acid groups, or the acid neu-
tralizing capacity and formation functions may be determined.
There is general agreement that complex organic matter in soil
and in soil solution is a broad mixture of carboxylic and benzoic
acids with a wide range of acidity constants.

12.6 Formation of Soluble Complexes

12.6.1 Types of Complexes

A solution complex is the close association between a central
molecular component (such as a cation) with other atoms or
molecules. Very often, metals or other positively charged spe-
cies act as the central component attracting neutral or negatively
charged ligands. In the hydrolysis of Fe** to form Fe(H,0),OH?*,
the Fe’* cation is acting as the central unit with water and
hydroxyl acting as the ligands. This is a special case of com-
plex formation called a solvation complex. Two other categories
of complexes can be formed depending upon the strength of
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bonding between the central unit and the ligand. If the inter-
action between the cation and ligand is strong enough that the
ligand displaces the solvation sphere, the resulting association
is termed an inner-sphere complex. Typical examples of inner-
sphere complexes are AIF,”™" and Fe(III)citrate. If the attraction
between the cation and ligands are not strong enough to dis-
place the hydration layer, an outer-sphere complex is formed or,
sometimes, an ion pair. An inner-sphere complex can form if the
heat evolved during the association exceeds the energy needed
to displace the hydration sphere. If the heat evolved is less than
the energy necessary to displace the water, then the hydration
sheath remains intact and an outer-sphere complex results.

If a ligand occupies more than one coordination site in the
complex, the ligand is referred to as multidentate. For example,
two of the oxygens in oxalate can bond simultaneously with a
central Fe(III) ion. Such a complex is called a chelate, and the
process is chelation. The multidentate nature of the interac-
tion can significantly increase the strength of the bond, and
the resulting formation constant is much higher than ordinary
complexes.

12.6.2 Hard and Soft Acid-Base Rules

Other useful concepts in predicting the association between cat-
ions and ligands are the hard and soft acid-base rules (Pearson,
1963). Hard acids and bases are those species that tend to have
smaller radii and are not readily deformable (Table 12.8). Soft
acids and bases are often larger and more polarizable (have a
more easily deformed electron sheath). The tendency is that hard
acids bond preferentially with hard bases, and soft acids bond
preferentially with soft bases. Thus, Ca* would tend to bond
with phosphate and carbonate rather than chloride and sulfide.

12.6.3 Rates of Formation
of Solution Complexes

The rates of formation of solution complexes are often rapid,
establishing equilibrium very quickly. Certain reactions, how-
ever, proceed very slowly. For example, the reaction

AP+ F < AIF** (12.63)

requires nearly 20 min to proceed half way to completion. This
is in contrast to the formation of MnSOj, which requires 1075 s.

TABLE 12.8 Hard and Soft Acids and Bases

Hard Intermediate Soft
Bases  F-,CO,™, Cl,, OH, CH,COO", SO,” NO, $*,CN, T,
PO, $0,, NH,, R-NH,, C¢CsNH,, Br~  R-SH, SCN-,
H,O, R-OH, NO;~ S,05%"
Acids  H*, Li*, Na*, K*, Mg?', Ca?*, Mn?+, Fe?*, Agt, Cut,
Sr2+, A13+’ LaS+, Si4+’ Zr4+’ Th4+) Cu2+, Zn2+’ Cd2+, Hg2+)
Thzu’ Cr3+, MH3+, Fe3+ Pb2+, Bi3+) CS+
Ni?*, SO,

Source: Pearson, R.G. 1963. Hard and soft acids and bases. J. Am. Chem.
Soc. 85:3533.
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Hydrolysis reactions generally are quite rapid for the monova-
lent and divalent cations but can proceed slowly for the higher
charged cations. The rate of these reactions can be approximated
by examining the rate of water exchange from a hydrated cation,
Me(H,0),”" (Stumm and Morgan, 1996):

Me(H,0),”* + H,0" < Me(H,0),”" H,0",  (12.64)
where H,O* is the water being exchanged into the solvation
complex. The forward rate constant in this expression is k;, and
the rate constant for the reverse reaction is k_;. The exchange
reaction is completed in this equation with a rate constant of k_,:

Me(H,0),”* H,0" — Me(H,0),_,(H,0*)*.  (12.65)

The rate of this reaction is

d Me(Hzou,l(Hzo*)y*]
dt

-k, [Me(HZO)x”(HZO)* . (12.66)
At steady state,

d [Me(HZO)x”(Hzo*)]
dt

= kl[Me(HZO)xy+] [Hzo*]— (ko + k) [Me(Hzo)xy+ Hzo* =0.
(12.67)

After further manipulation and assuming that k_, > k_,,

d [Me(HZO)x—l (H,O ) ]
dt

=k_,Kos [Me(HZO)XW ] [H,0™],
(12.68)
where Ko = k,/k_, is the outer-sphere complex formation equilib-
rium constant. Thus, the rate constant for the exchange of water in
the hydration shell is estimated by k_, K¢. The same development

can be used to describe the kinetics of complex formation with a
ligand, L, rather than H,O*. The resulting equation is

d [Me(Hzo)HLy*]
dt

=k_,Kos [Me(HZO),/+ ] [L].  (12.69)

Omitting the waters of hydration results in the standard

notation:

d[MelL]
dt

= k[Me][L], (12.70)

where k = k_, K. This development illustrates the importance of
the equilibrium constant for the outer-sphere complex (i.e., the
energetics of the reaction) as well as the kinetics of exchange of
waters of hydration surrounding the metal.
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Stumm and Morgan (1996) compiled the values of k_,, for
water exchange reactions for several metals. For Pb**, Hg?*, Cu?,
Ca?t, Cd?*, La®, Zn?t, Mn?*, Co?*, Fe(OH),", and Fe(OH),", the
values were k_,, > 10 s7.. Values of k_,, for other metals were 2 x
102 for Fe3+, 1.0 for AI**, and 5 x 107 for Cr3+.

Sequential reactions can be “coupled” and solved. Exact ana-
lytical solutions to these models can be obtained (Sposito, 1994),
but it is typical to use experimental observations to help estab-
lish simplifying assumptions.

The formation of the solution complex CdCl* in the presence
of 1073 mol L' CI can be used to illustrate the application of
these equations:

Cd(H,0),** +Cl” <> Cd(H,0),_,Cl*+ H,0. (12.71)

The rate of reaction can be given by

d [Cd(HZO)H c1+]
dt

= Kosk_,, I:Cd(HZO)x2+ ] [Cl7]

d[Cd(H,0),**
= (12.72)

dt ’

where
k., = 10848 (s71)
Kog = 108 (mol L)
(k_,)(Kog) = 1046 (L mol~' s7)

Substituting these values into the above equation and simplify-
ing by not expressing the waters of hydration,

d(Cd*]
dt

=(10"")(107*)[Cd**] =107*°[Cd**]. (12.73)

For a first-order reaction such as this, the half-life of the reac-
tion (i.e., the time required for the reaction to proceed half way
to completion) is equal to (In 2) k7'. Thus, the half-life for this
reaction is 0.693/2.88 x 107 or 2.40 x 1078 s. Sposito (1989) tabu-
lated the half-lives for several solution reactions, and the values
ranged from 10~ s for the formation of MnSOj4 to 10% s for the
formation of AIF?*,

The relationships presented in this section demonstrate that
most reactions in the soil solution are rapid enough that equi-
librium can be achieved during the course of most experiments.
Even the slowest example given above, the formation of AIF?* in
10% s, will be nearly complete in less than 1 h. However, the rate of
certain oxidation/reduction reactions can proceed very slowly,
particularly reactions that involve oxyanions (such as arsenates
or chromate) or that are not microbially catalyzed. These reac-
tions can take days to reach completion, if at all. Therefore,
knowledge of equilibrium predictions alone may be of limited
utility if the kinetics of reaction are unfavorable.
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12.7 Application of Thermodynamic
and Equilibrium Concepts
to Soil Solutions

The chemical composition and dynamics of the soil solution are
reflections of all the processes, which depend upon the aque-
ous phase: biological activity, mineral dissolution/precipitation,
adsorption/desorption, physical transport, and anthropogenic
inputs. Wolt (1994) described the soil solution as “a window to
chemically reacting soil systems where the intensity and dis-
tribution of chemicals in the soil aqueous phase represents the
integration of multiple physical, chemical, and biological pro-
cesses occurring concurrently within the soil environment.” The
information provided by the chemical composition is further
enhanced by the knowledge of time trends and the application
of kinetic and thermodynamic theories.

12.7.1 Speciation and Single-Ion
Activity Determinations

The determination of free ion activities (or concentrations) for soil
solution components provides a powerful interpretative tool for
chemical reactions in soils. A limited number of ion activities can be
determined directly (such as the H* activity using a glass electrode),
but the rest must be approximated through rigorous calculations.
The steps in calculating ion activities and the distribution of
solution species include obtaining and analyzing the soil solu-
tion, identifying the important solution species that can form,
assembling relevant equilibrium constants and reactions for the
formation of these species, obtaining an analytical or numerical
solution for the series of equations, and calculating activity coef-
ficients. All the steps in the calculations can be handled by any
of the many geochemical models currently available (discussed
later); however, understanding the chemical concepts behind the
models and how the activities are determined will be helpful in
properly executing the computer models and obtaining the best
possible data. The following sections provide a brief review of the
important chemical reactions and activity calculations.

12.7.1.1 Hydrolysis, Complexation,
and Oxidation/Reduction Reactions

To help illustrate the steps involved in activity calculations, solu-
ble Fe will be used as an example. The first step is to determine the
important reactions in solution, and this can be done with the aid
of some of the compilations of thermodynamic data for aqueous
systems, such as Garrels and Christ (1965), Lindsay (1979), Sadiq
and Lindsay (1979), and Martell and Smith (2004). Many of the
metals undergo hydrolysis reactions, and Fe(III) and Fe(II) have
many important hydrolysis species as indicated in Table 12.9.
The distribution of these Fe(III) and Fe(II) hydrolysis species as a
function of pH (Figure 12.8) shows that the predominant species
will be strongly dependent upon pH with mole fractions ranging
from 0.0 to over 0.9. Examination of Table 12.9 indicates that the
complexes listed must be considered if (CI") > 1072, (F7) > 107,
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TABLE 12.9 Reactions and Equilibrium Constants
for Selected Solution Complexes of Iron

Reaction log K°
Fe(1II) hydrolysis

Fe’* + H,0 <> FeOH?*" + H* -2.19
Fe** + 2H,0 «> Fe(OH),* + 2H* —-5.69
Fe* + 3H,0 <> Fe(OH)3 + 3H* ~13.09
Fe’* + 4H,0 <> Fe(OH),” + 4H* -21.59
Fe(1I) hydrolysis

Fe** + H,0 <> FeOH* + H* —-6.74
Fe* + 2H,0 <> Fe(OH) + 2H* -16.04
Redox

Fe’* + e” ¢> Fe?* 13.04
Complexation

Fe** + Cl- > FeCl* 1.48
Fe’* + F~ <> FeF** 6.00
Fe** + SO,* <> FeSO,> 4.15
Fe* + H,PO,” < FeHPO,™ + H* 371
Fe?" + SO,” <> FeSOy 2.20

Source: Lindsay, W.L. 1979. Chemical equilibria in
soils. Wiley Interscience, New York.

Mole fraction

Mole fraction

FIGURE 12.8 Distribution of Fe(III) and Fe(II) hydrolysis species in
solution as a function of pH.
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(8042_) > 107> mol L!. The constants in Table 12.9 and their cor-
responding equations can be used to solve for ionic activities.

12.7.1.2 Solution Composition Example

Consider a soil solution with the following composition: 0.2 Lmol
L total Fe, 20mmol L total Cl, 10umol L total F, I mmol
L! total sulfate, ionic strength 0.01 mol L}, pH 6.5, and a redox
potential of 600mV. This is enough information to estimate the
Fe?* and Fe3* activities. The solution is fairly complex and requires
a few assumptions to make it solvable. The first assumption will
be that the ligands will not form complexes with any cations in
solution of other Fe?* and Fe**. This is a poor assumption because
each ligand forms a number of complexes with other cations, par-
ticularly AI**, Ca?*, and Mg?*. The second assumption is that the
only species of Fe to be considered are those given in Table 12.9.

The approach given here is to identify all potential variables,
establish the same number of independent equations as the
number of variables, and solve the equations simultaneously.
The system variables are the activities of H*, OH-, e-, Fe*, Fe?*,
Cl, SO4™, F-, FeOH?, Fe(OH),", Fe(OH),’, Fe(OH),”, FeOH,
Fe(OH),’, FeCl**, FeF?**, FeSO,", and FeSO,’, for a total of 18
variables. The relevant equations include 11 complexation equa-
tions from Table 12.9 (all equations except for the formation of
FeHPO,"), K, (water dissociation equation), pH = 6.5, Eh =
600mV (pe = 10.1), and the four mass balance equations for the
components:

E Fe =[Fe’*] +[Fe**] + [FeOH**] + [Fe(OH)," ] + [Fe(OH),’]

+[FeOH*] + [Fe(OH),’] + [FeCl**]

+[FeF*] +[FeSO,"] +[FeSO,’], (12.74)
E S0, =[SO,>] +[FeSO,* ] +[FeSO,°],  (12.75)
201 —[CI7] +[FeCI**], (12.76)

E F =[F]+[FeF*"]. (12.77)

In the mass balance expressions, brackets [x] represent concen-
trations of species x. Activity coeflicients must be calculated for
each species to tie together the mass balance equations with the
formation equations. Thus, there are a total of 18 equations for
the 18 variables. Many methods exist for solving this system of
equations including back substitution and matrix algebra. These
systems can be solved by hand, but solutions are reached more
rapidly using computers.

12.7.2 Geochemical Models

Over the past decades, scientists and research groups have
recognized the need for computer programs to solve chemical
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equilibrium systems, and several computer models have been
established. Models vary widely in their construction and com-
position as well as their intended use (Baham, 1984; Melchior
and Bassett, 1990; van der Lee and de Windt, 2001; Hummel,
2005). Many of the models are based upon single-ion activities,
single-ion activity coeflicients, and formation constants; Pitzer’s
equations for applications at high ionic strength; or a free energy
minimization approach.

12.7.2.1 Formation Constant Approach

In Section 12.7.1.2, an example was given outlining the forma-
tion constant approach to determine single-ion activities in
soil solutions. Several series of published models take this same
approach. The WATEQ series (Truesdall and Jones, 1974; Ball
etal., 1979) was developed by the U.S. Geological Survey to com-
pute single-ion activities to predict the fate of critical elements
in geochemical environments. Emphasis was placed on obtain-
ing a well-documented thermodynamic database with the best
available equilibrium constants; a reaction would be kept out of
the database if the constant was estimated or suspected to be of
poor quality. The mathematical solution method was back sub-
stitution and required recompilation of the programming code
if new reactions were added or if constants were changed. The
MINEQL series (Westall et al., 1976) was developed using the
mathematical approach of REDEQL (Morel and Morgan, 1972)
to solve equilibrium problems and provide information about
trends in observed data. The mathematical solution method is
rapid and efficient, but the thermodynamic database was not rig-
orously reviewed. The model SOILCHEM (Sposito and Coves,
1988) was an extension of the MINEQL model with emphasis on
expanding the database. Some smaller models have been devel-
oped, such as SOILSOLN (Wolt, 1989) and CALPHOS (Adams,
1971), for very specific (but limited) applications. SOILSOLN
was designed as a teaching tool with an easy-to-use interface and
embedded graphics.

12.7.2.2 High Ionic Strength Models

The general approach in the models described in Section
12.7.2.1 is the combination of equilibrium constant expressions
with mass balances. The impact of ionic strength (and activ-
ity coefficients) is disregarded or single-ion activity coefficients
are calculated. The single-ion activity coeflicient is not rigor-
ously defined in thermodynamic theory, and the equations
used to approximate activity coeflicients are subject to error,
particularly at high ionic strength. A special approach must
be taken for aqueous solutions with high-salt concentrations
(ionic strength greater than 0.5mol L™!). One such approach
is to use the Pitzer equations (Pitzer, 1979) for calculation of
single-ion activity coeflicients, and at least two published mod-
els currently use this approach. Felmy and Weare (1995) dis-
cussed their model and experimental results of simple systems
with high ionic strengths. The agreement between theory and
experimental determinations is promising. The C-SALT model
(Smith et al., 1995) also uses the Pitzer equations. The model
has been tested against experimental data.
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The Pitzer equations require a relatively large number of
parameters that are specific to the ions and systems under con-
sideration. The number of required parameters increases rap-
idly as the systems become more complex. The Pitzer, Davies,
and Debye-Huckel equations calculate single-ion activity
coefficients. Unfortunately, these activity coefficients cannot
be defined unambiguously because they are dependent upon a
clear, thermodynamic definition of single-ion concentrations.
As stated by Sposito (1994) when discussing the activity coeffi-
cients for a metal ion, ¥y, and a ligand, y;, “For y,; and vy, to have
chemical significance, the species molalities, m,,; and m,, must
have a well-defined operational meaning. Thus, the single-ion
activity coefficient has no meaning apart from the set of opera-
tional procedures used to define ionic species and to determine
their concentrations in an aqueous solution.” Although the
determination of single-ion activities can provide useful infor-
mation, single-ion activity coefficients cannot be experimentally
determined and do not have a thermodynamic foundation.

12.7.2.3 Solving Example Problem
with Visual MINTEQ

The geochemical model, MINTEQ, and later MINTEQA2
(Allison et al., 1990), were developed by merging the mathemat-
ics and computer code from MINEQL with the database from
the WATEQ series. Although the MINTEQ database is not
as extensive as SOILCHEMs, all values were fully documented
as to their source and reason for selection. Visual MINTEQ was
developed to provide a graphic interface for MINTEQA?2 version
4 (Gustafsson, 2009) as well as expanding the database. Visual
MINTEQ provides solution speciation, mass transfer through
precipitation and dissolution of solid phases, ion adsorption,
ion exchange, redox, and humic complexation models, and gas
phase calculations.

The hypothetical analytical data for the example problem in
Section 12.7.1.2 were entered into a Visual MINTEQ input file,
and the program executed. The resulting activities (Table 12.10)

TABLE 12.10  Activities of Selected Aqueous Species
Calculated Using Visual MINTEQ Version 2.61 for the
Example Solution Composition Given in Section 12.7.1.2

Species Log (Activity) Species Log (Activity)
Fe’* —-14.00 Fe?* -11.11
Fe(OH)* -9.52 FeOH* —-14.00
Fe(OH)," -6.75 Fe(OH); ~18.60
Fe(OH)$ -9.50 FeSO} -11.89
Fe(OH),” -10.70 FeF* -14.94
FeF? —-13.00 FeCl* -13.05
FeF," -13.43 F- -5.05
FeF3 -15.43 NeJa -3.18
FeSO,* ~12.92 cl ~1.74
FeCl?* -14.26

Source: Gustafsson, J.P. 2009. Visual MINTEQ version

2.61.

accessed on May 16, 2011.
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Soil Solution

show that the hydrolysis species of Fe(III) and Fe(II) are much
more important than the chloro, fluoro, and sulfate species. This
is because these ligands react only with the unhydrolyzed cat-
ions, and, in the case of Fe(III), the activity of Fe** is very low. In
the case of Fe(II), the ligand concentrations simply are not high
enough to become the predominant solution species. (It is to be
noted that the program was executed with the specification that
supersaturated solid phases would not be allowed to precipitate.
Many solid phases were supersaturated, and allowing their pre-
cipitation would have changed the results.)

The comparison of the Fe(III) and Fe(II) species also is worth
noting. In Table 12.9, the constant for the equilibrium between
Fe3* and Fe?* suggests that Fe?* will be present are higher activi-
ties than Fe>* when the pe < 13 (770mV). In this case, Fe?* is
nearly 1000 times greater than Fe*, but the Fe(III) hydrolysis
species are by far the predominant Fe solution species. At this
pH, the oxidation/reduction potential would have to be pe <6.0
(355mV) before the predominant Fe(II) species is present at a
greater activity than the predominant Fe(III) species.

12.7.3 Oxidation/Reduction Reactions

Chemical reactions involving oxidation and reduction are
important in all biological systems, and soils are no excep-
tion. In all soils, localized areas can be found that are highly
oxidized and highly reduced. Areas of reduction generally are
associated with small microsites that are saturated with water
and have restricted O,(g) diffusion. Microbial activity within
these sites rapidly depletes the available oxygen, and the redox
potential of the soil solution decreases. The ability to predict
the impact of changes in redox on soil solution composition is
a useful tool.

The first step in handling oxidation/reduction equilibria in
soil solution is defining the limits of stability of aqueous sys-
tems. If a solution is subject to a high oxidizing potential, then
the water spontaneously can be degraded into oxygen:

0.5H,0(1) = H*+ e™+0.250,(g) (12.78)
with an equilibrium constant expression:
H)e) (O 0.25
PO S (12.79)

(H,0)*?

Substituting, rearranging, and solving for pe in terms of pH,

pe =20.78 + 0.25l0og(0,) - pH. (12.80)
The pe at which water spontaneously decomposes to oxygen gas
would correspond to O,(g) pressure of 1 atm or pe = 20.78 — pH.
Using the combined parameter, pe + pH, the upper oxidizing
limit of the stability field of water would be

pe + pH =20.78. (12.81)

12-19
A strongly reducing potential can generate hydrogen gas:
H*+e™ <> 0.5H,(g). (12.82)
Again solving for pe,
pe= —0.510g(H2(g)) -pH. (12.83)

At 1atm H,(g), this reduces to pe = —pH. Again converting to the
combined parameter, pe + pH,

pe+pH=0. (12.84)
In a plot of pe versus pH, the region between the lines pe =
—pH and pe = 20.78 — pH represents the stability field for water.
Water is thermodynamically unstable at potentials outside this
region. Another important aspect of these equations is the equi-
librium partial pressures of H,(g) and O,(g) at typical redox
potentials in soil solutions. For example, highly reduced soils
seldom have redox potentials below pe + pH = 4, correspond-
ing to Py, = 10* atm. Measured redox potentials in fully oxi-
dized soils seldom exceed pe + pH 18, and equilibrium at this
potential would require 10723 atm O,(g). If equilibrium were
rapidly established with these gases, then the partial pressures
of hydrogen and oxygen would be expected to be quite small in
all situations. An equilibrium approach can be used to inves-
tigate many redox reactions in soil solutions. The Fe(III)/Fe(II)
system was discussed in a prior section, and many other redox
active species exist in soil solutions including Cu?, Mn?*, and
CrO,*". Chromium is an environmentally important metal and
has an interesting redox behavior. The Cr(III) species is consid-
ered environmentally less hazardous than the Cr(VI), which is
closely regulated. Published equilibrium constants can be used
to determine the redox potential at pH 7 at which the predomi-
nant Cr(III) species, Cr(OH),", converts to the predominant
Cr(VI) species, CrO,>". From the MINTEQ database, the fol-
lowing reaction and constant were obtained:

CrO,”” +6H" +3e” < Cr(OH)," +2H,0 logK’ =67.38.
(12.85)

The expression for the equilibrium constant, converted to loga-
rithms, would be

(crom),”)

A — A 12.86
(CI‘O42_) ( :

log +6pH + 3pe = 67.38.

The redox potential at which Cr(III) converts to Cr(VI) occurs
when the predominant species of each oxidation state of Cr have
equal activities, (Cr(OH),"*) = (CrO,>"). The ratio of these activi-
ties would equal unity, the logarithm of which is 0. Therefore,
after dividing by 3,

2pH + pe =22.46 (12.87)
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or, solving for pe + pH,

pe+pH =22.46 - pH (12.88)

and, atpH =7,

pe + pH =15.46. (12.89)

This is a moderately reducing condition for soil solutions,
roughly the same redox potential at which denitrification occurs
(Lindsay, 1979).

12.7.4 Successful Applications of Geochemical
Modeling to Soil Solutions

The application of equilibrium thermodynamics to soil solutions
will have several requirements for success, and the definition of
success will depend upon individual interpretations. The kinet-
ics of some reactions in soil solutions were discussed in Section
12.6.3; most reactions were found to proceed quickly, but others
are quite slow. Therefore, care must be taken to apply equilibrium
thermodynamics only to the systems having enough time to
equilibrate, and this is dependent upon the method of sample col-
lection. For example, miscible displacement methods often have
equilibration periods of less than 24 h, which is not long enough
for some solid-phase equilibria or redox reactions involving oxy-
anions. However, most of the field methods should be adequate.

The success of applying a model to a chemical system will
increase as more information is known. One of the important
areas of progress in geochemical modeling in recent years has
been the addition of aluminum-phosphate speciation and empiri-
cal models for evaluating the impact of soluble organic matter.

A critical aspect of employing a geochemical model is exper-
imental validation. Models have been validated by published
laboratory tests followed by extending the model to similar
systems in natural settings. Felmy and Weare (1995) incor-
porated Pitzer’s equations into an ion-interaction model, the
purpose of which was to allow chemical speciation in high
ionic strength solutions. The Davies equation for activity coef-
ficients was found to inadequately predict vy, for many salts at
ionic strengths as low as 0.2mol L' for 1:1 electrolytes and
0.05mol L' for 2:1 electrolytes (Figure 12.9). The parameters
for the ion-interaction model were obtained experimentally
and applied to several systems, including Na,B,0,-Na,SO,-
H,0, Na,B,0,-Na,CO,-H,0, and NaBO,-NaCl-H,O systems.
Salt concentrations were varied, and other activities measured.
The agreement between modeling predictions and experimen-
tal results were +10%, even in the NaBO,-NaCI-H,O system
(Figure 12.10) with very high borate concentrations and ionic
strengths as high as 14 mol L.

The effect of redox on the solubility of Fe in soil and aqueous
systems has been a subject of study for decades. The presence of
mixed valence state oxides has been observed and implied, and
extensive equilibrium studies have been published. One of the
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FIGURE 12.9 Changes in experimentally determined mean activity
coeflicients (7y,) for various electrolytes compared with those generated
by the Davies equation. Measured values are symbols, and predicted val-
ues are lines. (From Felmy, A.R., and J.H. Weare. 1995. The development
and application of aqueous thermodynamic models: The specific ion-
interaction approach. In R. Loeppert et al. (eds.) Chemical equilibrium
and reaction models. Soil Science Society of America Special Publications
No. 42. ASA, Madison, WIL.)
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FIGURE 12.10 The system NaBO,-NaCl-H,O at 20°C. Experimental
data of Skvortsov et al. (1976) are shown as symbols, and the model pre-
dictions of Felmy and Weare (1995) are represented as lines.

more thorough studies involved the controlled reduction of fer-
ric oxides (Brennan and Lindsay, 1998). Figure 12.11 is a redraft-
ing of the experimental data in conjunction with the solubility
constants of the solid phases from the Visual MINTEQ data-
base. The implications of the original publication are unchanged
despite some significant differences between the MINTEQ
constants and those used by Brennan and Lindsay (1998). The
observed solubilities of Fe?* as a function of redox had a slope
consistent with a solid phase with a stoichiometry of Fe(II)
Fe(II),0,. Although the molecular structure and Fe valence
states of the resultant precipitate were not verified, the authors
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FIGURE 12.11 Oxidation/reduction experiments under controlled
conditions with different starting materials or different incubation peri-
ods. The open squares began with hematite, the open circles began with
ferrihydrite, and the filled triangles were aged for 15 days. (From Brennan,
E.W,, and W.L. Lindsay. 1998. Reduction and oxidation effect on the solu-
bility and transformation of iron oxides. Soil Sci. Soc. Am. J. 62:930-937.)

suggested that Fe solubility was being controlled by an amor-
phous form of magnetite, Fe,O,(amorphous).

12.7.5 Limitations to Applying Geochemical
Models to Soil Solutions

Four major limitations exist in the application of equilibrium
geochemical models to soil solutions: the dynamic (nonequilib-
rium) nature of soils, poorly defined equilibria, limitations in the
analytical chemistry, and lack of knowledge of how to accurately
handle soluble organic compounds. The ever-changing nature
of soils naturally leads to nonequilibrium conditions. Although
equilibrium within the soil solution may be attained quickly,
solid and gas phases often establish equilibrium at a slow rate, if
at all. Unfortunately, these systems have a very strong impact on
the composition of the soil solution. Understanding the degree
of nonequilibrium and the rate at which a steady state is being
approached can be discerned by sampling the soil solution over
time and monitoring the progress of the chemical reactions.
Suarez (1995) discussed the merits of a nonequilibrium approach
to modeling the carbonate system.

The problem of poorly defined equilibria arises when informa-
tion about the system is lacking or if the database accompany-
ing the geochemical model does not contain all the equilibrium
constants to fully characterize important reactions. If data are
severely lacking, then a speciation approach may not be pos-
sible. However, estimating experimental parameters or equilib-
rium constants may be an acceptable alternative. Limitations in
analytical chemistry (quantification limits, capability to analyze
certain species) must be dealt with in the same way.

As discussed in previous sections, soluble organic compounds
are among the most important components in the soil solution,
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and we have the least thermodynamic information about them.
These compounds can be very complex and contain a wide
range of functional groups and molecular chemical environ-
ments, making it difficult to approximate complexation con-
stants. Thus, a decision must be made either to ignore the effects
of soluble organics completely because their impact cannot be
quantified exactly or to apply estimates of the constants. The lat-
ter approach has been applied with some success, including the
addition of an organic component to Visual MINTEQ.

12.8 Current Status and Future
Research Directions

This review of the chemistry of the soil solution assumed a distinct
theoretical approach and did not focus on some of the excellent,
recent advances in other aspects of the science. Topics not covered
include colloidal chemistry (both inorganic and organic), spectro-
scopic approaches to identifying important complexes in the soil
solution, salinity, xenobiotics in soil solutions, and heavy metals.
Most of these topics are covered in other chapters.

The study of the soil solution has its origins in agriculture,
and a great portion of soil chemical research remains agricul-
turally oriented. Many challenges exist in which soil chemists
will play a pivotal role including managing soil acidity, grow-
ing crops in arid regions with limited or poor quality irrigation
water, adapting to the inevitable trend toward lower quality fer-
tilizers, and contributing to the development of truly sustainable
agricultural systems.

Although soil chemistry has its history and future firmly
rooted in agriculture, soil chemists are increasingly finding a
niche in other, less traditional research areas. Geochemists,
environmental engineers, hydrologists, and chemical engi-
neers are finding that soil chemists make excellent research
partners in solving environmental and production problems.
Working knowledge of and the ability to use new technologies
have allowed soil chemists to explore new areas: molecular-level
spectroscopy to quantify the chemistry of surfaces, complex-
ation reactions in solution, and chemical associations in both
the solid and solution phases; analytical instrumentation to
quantify ultratrace quantities of contaminants; and molecular
genetics of microorganisms to help answer difficult ecological
and environmental questions.
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