
Akçakaya H.R. and P. Sjögren-Gulve. 2000. Population viability analysis in  
conservation planning: an overview.  Ecological Bulletins 48:9-21.  

1

This is a preprint of Akçakaya H.R. and P. Sjögren-Gulve. 2000. Population viability analy-
sis in conservation planning: an overview.  Ecological Bulletins 48:9-21.  

 

Population viability analyses in conservation planning: an overview 
 

H. Reşit Akçakaya   and  Per Sjögren-Gulve   
 

 

Population viability analysis (PVA) is a collection of methods for evaluating 
the threats faced by populations of species, their risks of extinction or decline, 
and their chances for recovery, based on species-specific data and models. 
Compared to other alternatives for making conservation decisions, PVA pro-
vides a rigorous methodology that can use different types of data, a way to in-
corporate uncertainties and natural variabilities, and products or predictions 
that are relevant to conservation goals. The disadvantages of PVA include its 
single-species focus and requirements for data that may not be available for 
many species. PVAs are most useful when they address a specific question in-
volving a focal (e.g., threatened, indicator, sensitive, or umbrella) species, 
when their level of detail is consistent with the available data, and when they 
focus on relative (i.e., comparative) rather than absolute results, and risks of 
decline rather than extinction. This overview provides guidelines for choosing 
a PVA model among three categories, from data-intensive individual-based 
population models to simple occupancy metapopulation models. 
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Practical problems in conservation planning and wild-
life management are increasingly phrased in terms of 
questions about the viability of threatened or indicator 
species. Because of the nature of these questions, and 
the natural variation and uncertainty inherent in eco-
logical data, risk-based methods are appropriate for 
population viability analyses (PVAs).  Viability of a 
species in a given geographic region is often expressed 
as its risk of extinction or decline, expected time to ex-
tinction, or chance of recovery.  PVA models attempt to 
predict such measures of viability based on demo-
graphic data (such as censuses, mark-recapture studies, 
surveys and observations of reproduction and dispersal 
events, presence/absence data) and habitat data.  

Although conservation planning is often done at the 
ecosystem or landscape level (see Alternative methods 
below), several factors highlight PVA as a central tool 
for conservation assessments. These factors include the 

needs of threatened species, recent developments in the 
use of indicator species (Fleishman et al. 2000), and the 
potential for rigorous risk assessments using a variety of 
data types. The aim of this paper is to give a short de-
scription of population viability analysis, discuss its 
advantages and limitations in conservation planning, 
compare it with other methods of assessment, and dis-
cuss the most useful approaches to PVA. We begin by 
reviewing a number of alternative methods for conser-
vation assessments that provide a context for evaluation 
of the PVA approaches. We then present a short intro-
duction to PVA and its three main categories of models, 
and some guidelines for choosing a model. Subse-
quently we discuss the limitations and advantages of 
PVA, and end with some recommendations of how to 
make the method most useful. 
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Alternative methods for conservation 
assessments 
A number of quantitative methods for assessment are 
used in conservation planning. These methods form the 
context in which we evaluate the PVA approach. 

Reserve selection algorithms 
These methods are designed to select nature reserves, 
i.e., choose a subset of available habitat patches for pro-
tection (e.g., Margules et al. 1988, Pressey et al. 1993, 
1996, Pimm and Lawton 1998, Possingham et al. 2000), 
often using criteria that maximize the number of species 
included in the reserves. The algorithms are usually 
based on the presence/absence of species in each habitat 
patch, and do not explicitly consider the viability of 
species in habitat patches, or the interaction among 
populations in different habitat patches (e.g., metapopu-
lation dynamics). The presence of a species in a particu-
lar patch does not necessarily indicate that the patch can 
support a viable population, or that the population will 
persist even if the neighboring habitat patches are not 
included in the reserve system. Nevertheless, these 
methods are useful if the only available data are occur-
rences. 

Habitat suitability models 
The aim of habitat suitability (HS) models is to predict a 
species’ response to its environment. The response is 
usually the occurrence or abundance of the species at a 
certain locality or the carrying capacity of the habitat. 
The statistical procedures to obtain the HS model (such 
as multiple logistic regression) use species occurrence 
or abundance at each location as the dependent variable 
and the habitat characteristics as the set of predictive 
variables (see several chapters of Verner et al. 1986; 
Straw et al. 1986, Mills et al. 1993, Pearce et al. 1994, 
Sjögren-Gulve 1994, Fleishman et al. 2000).  Most sta-
tistical methods require both presence and absence data, 
while others (such as “climatic envelopes”) require only 
presence data (Elith 2000). 

One advantage of habitat suitability models is 
that they are statistically rigorous and can be validated. 
They can also be used to explore effects of environ-
mental changes on habitat patch suitability, and to cal-
culate probabilities of species occurrence (see Sjögren-
Gulve and Hanski 2000). Another advantage is that they 
can use all the available habitat data (including point 
observations, GIS data of various types, satellite im-
ages, digital elevation maps, etc.), and incorporate non-
linearities of, and interactions among habitat variables. 
The main disadvantage of habitat suitability models is 
that suitability is only one component of viability, 

which also depends on demographic factors. However, 
habitat suitability models can be integrated with PVA 
models to identify habitat patches and characterize the 
spatial structure of metapopulations (e.g., Akçakaya and 
Atwood 1997). 

Gap analysis 
A “gap” is the lack of representation or inadequate rep-
resentation of a plant community or animal species in 
areas managed primarily for natural values. Identifica-
tion of a gap indicates potential risk of extinction or 
extirpation unless changes are made by land stewards in 
the management status of the element. Gap Analysis 
Program (GAP) is a process widely used by state agen-
cies in the USA to identify such gaps. The process in-
volves overlaying (intersecting) land cover and species 
distribution (element occurrence) coverages with the 
coverage of areas protected or managed primarily for 
natural values (Scott et al. 1993, Kiester et al. 1996).  

The advantages of gap analysis are its wide-
spread use, and its use of all available geographic in-
formation. The major disadvantage of gap analysis is 
that it is not based on population dynamics, and does 
not utilize available demographic information.  Hence, 
it does not provide a direct measure of viability.  An-
other disadvantage is that it often relies on species-
habitat associations and species distribution patterns 
that are not rigorously determined. 

Rule-based and score-based methods for priori-
tization 
These are algorithms for categorizing species in terms 
of the threat they face (IUCN 1994, Millsap et al. 1990, 
Master 1991). For example, IUCN (1994) rules assign 
species to categories of “Critically endangered”, “En-
dangered”, “Vulnerable” and “Lower risk”, based on 
information available on abundance, distribution, popu-
lation trends, population fragmentation, and extinction 
risk estimates. They are used widely by international 
conservation organizations. This method works as a 
way of classifying threatened species by the risks they 
face, even if there is little information. For example, 
IUCN rules are based on many aspects of habitat and 
demography, but the method is not dependent on a full 
set of information.  Species can often be classified even 
if information is available only on one aspect (e.g., 
abundance).  IUCN rules can also use PVA results and 
can explicitly incorporate uncertainties in data (see 
Akçakaya et al. 2000).  One disadvantage of these 
methods is that the rules and thresholds are necessarily 
arbitrary.  As a result, ranks or classifications of the 
same set of species with different rule sets may have 
low correlation (Burgman et al. 1999). 
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Estimating extinction probability from sighting 
data 
These methods also try to estimate probabilities of ex-
tinction, but they work from a record of sightings, rather 
than the more detailed demographic information that 
PVA uses (Solow 1993). The quantity estimated with 
these methods is the probability that the species is al-
ready extinct, rather than the probability that it will be-
come extinct by a given future date. Although the mean-
ing of the estimated probability does not exactly coin-
cide with future viability, these methods are useful 
when the only available data are sightings. 

Landscape indices 
These include metrics such as patch size distribution, 
fractal dimension, shape index, and other descriptions 
of spatial structure, which are calculated from digital 
raster maps of habitat types in the landscape (for exam-
ple, the FragStats program; McGarigal and Marks 
1995). Although many of these indices may be informa-
tive in particular situations, there are three major prob-
lems with their general application to conservation is-
sues. First, the objects that form the structure (e.g., 
patches of forest habitat) are often arbitrarily defined. 
Second, the spatial scale is often arbitrarily selected. 
Both the definition of “patch” and the selection of spa-
tial scale require a specific phenomenon or focal spe-
cies. Third, and most important, the relationship be-
tween these metrics and conservation goals may be 
weak or very restricted (applying to specific populations 
in specific landscapes). 

Other types of landscape indices involve con-
nectivity and dispersal, which are also part of the meta-
population approach. However, these metrics alone may 
also be ambiguous as conservation goals. For instance, 
increased dispersal usually increases viability, but not 
always (see Stacey et al. [1997] and Beier and Noss 
[1998] for reviews). Even when it does, increasing dis-
persal may not be the best option (cost may be too high 
and/or increase in viability may be too low, compared to 
options related to other aspects such as carrying capac-
ity, fecundity, or survival). The best way to make such 
metrics relevant to conservation is to use them in meta-
population models and estimate the dispersal parameters 
of these models.  

Ecosystem-based methods 
These methods deal with more than target or focal spe-
cies. Some attempt to consider multiple criteria, dealing 

with a vast array of issues and factors from fungi spe-
cies, prescribed fires, tribal rights and tourism, to en-
dangered species and jobs. The assessments are based 
on various methods, including point scoring sheets, 
expert opinion, rating systems, etc. Others focus on 
“emergent” properties such as nutrient cycling or vari-
ous measures of species diversity.  

The clear advantage and appeal of the ecosys-
tem approach is its comprehensiveness. The ultimate 
goal of most conservation efforts is the preservation of 
well-functioning, representative, natural ecosystems. 
Even species-specific methods such as PVA are often 
used as parts of this overall goal (e.g., by focusing on 
indicator, sensitive, or umbrella species).  

The main disadvantage of the ecosystem ap-
proach is the complexity of interactions among species 
and our lack of understanding of community and eco-
system dynamics. As our understanding increases, con-
servation practices will hopefully become more ecosys-
tem-based. However, the contingencies and complexi-
ties involved may make it impossible to find general 
laws in ecosystem ecology (Lawton 1999). Currently, 
ecosystem-based approaches to practical problems in 
conservation suffer from vagueness and circularity 
(Goldstein 1999). At their worst, the vagueness of these 
approaches makes it possible to get almost any answer 
to practical questions related to management decisions, 
often to support entrenched views. At their best, they 
provide a forum for helping stakeholders understand 
management trade-offs. They are most valuable if the 
criteria for decision-making can be agreed upon by all 
interested parties before the assessment is made. 

A short introduction to Population 
Viability Analysis 
Population viability analysis is a process of identifying 
the viability requirements of, and threats faced by, a 
species and evaluating the likelihood that the popula-
tion(s) under study will persist for a given time into the 
future. Population viability analysis is often oriented 
towards the management of rare and threatened species, 
with two broad objectives. The short-term objective is 
to minimize the risk of extinction. The longer-term ob-
jective is to promote conditions in which species retain 
their potential for evolutionary change without intensive 
management (see also Beissinger and McCullough 
2001). Within this context, Box 1 outlines management 
questions that may be addressed with a PVA.  
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Box 1.  Population viability analysis (PVA) may be used to address the following aspects of management for threat-
ened species and/or focal species, indicative for larger species groups: 

(1) Planning research and data collection. PVA may reveal that population viability is insensitive to particular pa-
rameters. Research may be guided by targeting factors that may have an important effect on probabilities of extinc-
tion or recovery. 

(2) Assessing vulnerability. PVA may be used to estimate the relative vulnerability of populations to extinction. To-
gether with cultural priorities, economic imperatives and taxonomic uniqueness, these results may be used to set 
policies and priorities for allocating scarce conservation resources. 

(3) Impact assessment. PVA may be used to assess the impact of human activities (exploitation of natural resources, 
development, pollution) by comparing results of models with and without the population-level consequences of the 
human activity.  

(4) Ranking management options. PVA may be used to predict the likely responses of species to reintroduction, 
captive breeding, prescribed burning, weed control, habitat rehabilitation, or different designs for nature reserves or 
corridor networks. 

In addition to the management-oriented objectives in 
Box 1, PVA is also an excellent tool for organizing the 
relevant information and assumptions about a species or 
a population. By making the assumptions explicit, and 
highlighting the data deficiencies, it serves as a struc-
tured working and learning process. If the PVA focuses 
on species that are indicative for entire species groups 
(see Fleishman et al. 2000), its implications for habitat 
management have wider taxonomic relevance. 

The result of a PVA can be expressed in many dif-
ferent forms (see examples in Fig. 1, Akçakaya [2000] 
and Beissinger and McCullough [2001]).  These include 
extinction risk, time to decline, chance for recovery, 
persistence time, and local and regional occupancy rate.  
Which measure is used depends on the question. Most 
outputs from demographic PVAs are based on three 
variables: the amount of decline (e.g., 100% or total 
extinction or partial decline), the probability of decline, 
and the time frame in which the decline is expected to 
take place (Akçakaya 1992, 2000). Measures of occu-
pancy model PVAs (see below) include risk of regional 
extinction, the number or proportion of occupied habitat 
patches (regional occupancy) projected over time, and 
extinction and colonization probabilities for individual 
patches under current environmental conditions (see 
Sjögren-Gulve and Hanski 2000). 

There is no single recipe to follow when doing a 
PVA, because each case is different in so many re-
spects. Main components of a PVA may include identi-
fication of the question (i.e., what issue the PVA is try-
ing to address), data collection, data analysis and pa-
rameter estimation, modeling and risk assessment, 
sensitivity analysis and refinement of the model, 
monitoring and evaluation (Akçakaya et al. 1999). 

Methods of PVA 
Various types of models are used in PVAs, each type 
requires different data, and may answer different ques-
tions.  The three types of models discussed below range 
from simple to complex, and demonstrate the trade-off 
between flexibility (realism) and practicality (data re-
quirements). Simple occupancy models are applicable 
only to species in metapopulations, either with unoccu-
pied and occupied patches observed at the same time, or 
with population turnover (i.e., observed local extinc-
tions and recolonizations; see Sjögren-Gulve and Han-
ski 2000). In the more complex structured (Akçakaya 
2000) or individual-based models (Lacy 2000a), single-
population models can be considered as a special case 
of metapopulation models. For a more detailed discus-
sion of single-population models, see Burgman et al. 
(1988, 1993), Caswell (1989), and Akçakaya et al. 
(1999). 

(1) Occupancy models for metapopulations 
The simplest metapopulation approach models the oc-
cupancy status of habitat patches in a geographic region 
(i.e., the presence or absence of the species in these 
patches). This approach dates back to a model that was 
originally developed by Levins (1969) and that has been 
modified and expanded by several authors. The two 
specific approaches described below are based on this 
model. For examples of applications of occupancy 
models, see Sjögren-Gulve and Hanski (2000). 

Occupancy models are parameterized using data on 
the presence or absence of a species in habitat patches 
from one or more regional inventories. They may be 
advantageous to demographic models when demo-
graphic data are difficult to obtain. However, the man-
agement question and the ecology of the species, and 
not just data availability, should dictate the model used 
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(see Data needs and choosing a model). Occupancy 
models require that the species has local populations 
confined to a clearly delimited habitat in a landscape. 
They ignore local population dynamics, and do not 
model fluctuations in size or composition of the local 
populations (sex, age, stage; see Akçakaya 2000). This 
may be disadvantageous, for instance when population 
processes not tightly correlated with habitat characteris-
tics are important for local extinctions. Since they 
model future changes in patch occupancy based on ob-
served instantaneous occupancy or correlates of ob-

served population turnover, their predictions of local 
extinctions may be considered a less independent as-
sessment than that of demographic models, which are 
based on survival and fecundity rates among individuals 
in the populations. An example where occupancy mod-
els and a demographic model are compared is provided 
by Kindvall (2000). Two general types of occupancy 
models, which are presented in greater detail by 
Sjögren-Gulve and Hanski (2000), are briefly described 
in Boxes 2 and 3. 

 

Box 2.  Occupancy models (I) 

Incidence function models (IFM; Hanski 1994, 1999) require data on the areas and geographic locations of suitable 
habitat patches and the presence/absence of the species in these patches from at least one complete inventory. A 
habitat-suitability analysis (see above) of the species presence/absence pattern may be required for reliable habitat 
patch identification and delimitation. Based on these data, colonization and extinction probabilities are estimated for 
each patch using regression. These estimated probabilities are then used in simulations to predict metapopulation 
persistence and patch occupancy (e.g. Kindvall 2000, Vos et al. 2000). 

 

Box 3.  Occupancy models (II) 

State transition models (e.g., Verboom et al. 1991, Sjögren-Gulve and Ray 1996) are conceptually related to the 
incidence function models discussed above. They require presence/absence data, but from two or more yearly 
inventories. Instead of relying on patch occupancy patterns, these models use patterns of patch state transitions. 
They predict state transitions (vacant to occupied as a result of colonization; and occupied to extinct, as a result of 
local extinction) from correlated environmental variables. Similar to habitat-suitability models, the patch transitions 
are modeled using predictive environmental variables discerned by multiple logistic regression (see Sjögren-Gulve 
and Hanski [2000] and Kindvall [2000]). 

(2) Structured (meta)population models  
Structured population models consider factors that may 
be important for the persistence of local populations by 
modeling the dynamics of each population occupying a 
habitat patch. As in the occupancy models discussed 
above, they also incorporate the spatial structure of the 
habitat patches (Burgman et al. 1993). In addition, they 
incorporate internal dynamics of each population (e.g., 
variation in age structure, immigration, emigration, den-
sity dependence, and environmental fluctuations), 
which often are important determinants of metapopula-
tion persistence (Gilpin 1988, Burgman et al. 1993, La-
Haye et al. 1994). 

The main advantage of structured population models 
compared to occupancy models is their flexibility. In 
modeling the local population dynamics, they can in-
corporate several biological factors and can represent 
spatial structure in various ways; they have been applied 
to a variety of organisms (see Akçakaya [2000] and 
Menges [2000] for reviews, and Berglind [2000] and 
Lennartsson [2000] for examples). Since they model 
demographic processes, the populations are the focal 

object rather than the habitat patches. Consequently, the 
species-habitat association need not be as strong as in 
occupancy models. Another advantage is that, despite 
their realism, structured models are based on a number 
of common techniques or frameworks that allow their 
implementation as generic programs (such as RAMAS; 
see Akçakaya 1998). This common framework becomes 
advantageous when models and viability analyses are 
needed for a large number of species, and time and re-
sources limitations preclude detailed programming for 
each species. A third advantage is that structured demo-
graphic modeling allows careful risk assessment for 
species with very few local populations (occupancy 
models require a larger number), and under circum-
stances in which no extinctions have occurred and habi-
tat patches are not easily identified. 

The main disadvantage of structured models is that 
they require more data than occupancy models, includ-
ing stage-specific survival and fecundity rates, and the 
temporal and spatial variation in these rates. However, 
for species with weak habitat association, such data may 
be more easily obtained than observations of population 
turnover.  Another difficulty lies in the estimation of 
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local vital rates for populations that may, in the future, 
colonize currently vacant patches.  In such cases, vital 
rates are usually estimated as functions of habitat char-
acteristics, based on relationships obtained from occu-
pied patches. 

(3) Individual-based (meta)population models 
There are various types of individual-based models. In a 
commonly used approach, the behavior and fate of each 
individual is modeled in a simulation (DeAngelis and 
Gross 1992). The behavior and fate (e.g., dispersal, sur-
vival, reproduction) of individuals depend on their loca-
tion, age, size, sex, physiological stage, social status and 
other characteristics. 

The advantage of individual-based models is that 
they are even more flexible than structured models, and 
can incorporate such factors as genetics, social struc-
ture, and mating systems more easily than other types of 
models (see Lacy [2000a] and Ebenhard [2000] for ex-
amples). One disadvantage of individual-based models 
is that they are very data-intensive. Only a few species 
have been studied well enough to use all the power of 
individual-based modeling. Another disadvantage is that 
the structure (as well as the parameters) of the models 
depend on the ecology and behavior of the particular 
species modeled. Thus, unlike structured models with a 
common framework, each individual-based model must 
be designed and implemented separately, making this 
approach impractical for most species. However, there 
are generic programs (such as VORTEX; see Lacy 
1993, 2000b) that are based on individual-based model-
ing techniques but with a fixed, age-based structure. 

Data needs and choosing a model 
The amount of data needed to build a PVA model de-
pends mostly on the question addressed and on the 
ecology of the species.  

The types of data that can be used in a PVA include 
distributions of suitable habitat, local populations or 
individuals, patterns of occupancy and extinction in 

habitat patches, abundances, vital rates (fecundity and 
survival), as well as temporal variation and spatial co-
variation in these parameters.  Not all of these types of 
data are required for any one model.  For more informa-
tion about data needs of particular types of PVA mod-
els, see Sjögren-Gulve and Hanski (2000), Akçakaya 
(2000) and Lacy (2000a). 

The more data one has, the more detailed models 
one can build. Including more details makes a model 
more realistic, and allows addressing more specific 
questions. However, in most practical cases, available 
data permit only the simplest models. Attempts to in-
clude more details than can be justified by the quality of 
the available data may result in decreased predictive 
power and understanding.  

The trade-off between realism and functionality de-
pends on the characteristics of the system under study 
(e.g., the ecology of the species), what you know of the 
system (the availability of data), and what you want to 
know or predict about the system (the questions ad-
dressed). Even when detailed data are available, models 
intended to analyze long-term metapopulation persis-
tence may include less detail than those intended to pre-
dict next year's distribution of breeding pairs within a 
local population.  In cases where data are available and 
the ecology of the species implies that more than one 
type of PVA modeling is appropriate, comparative 
modeling (e.g., Kindvall 2000, Brook et al. 2000) may 
shed additional light on management options and 
strengthen the PVA process and conclusions.  It is im-
portant to note that there are cases in which exploratory 
modeling is valuable for its own sake, even in the ab-
sence of sufficient data (see Data needs below). 

Box 4 lists aspects that should be considered in de-
termining the appropriate model. Different considera-
tions may point to models of different complexity. For 
instance, the question addressed may require a detailed 
model whereas the available data can support only a 
simple model. In such cases, either more data must be 
collected or the question modified. 

Box 4.  The following should be considered in determining the appropriate PVA model: 

• Model structure should be detailed enough to use all the relevant data, but no more detailed. 
• Model results should address the question at hand (e.g., if the question concerns risk of a 50% decline, the 

model should report such a result). 
• The model should have a parameter related to the question (e.g., if the question involves the effect of timber 

harvest, the model should include parameters that reflect such an effect realistically). 
• Model assumptions should be realistic with respect to the ecology of the species and the observed spatial struc-

ture (e.g., if there is population subdivision, a metapopulation model should be considered). 
• For occupancy modeling, the species must occur as geographically distinct local populations in a landscape or 

region, and species occurrence or turnover patterns (extinction/colonization) need to correlate significantly with 
measurable habitat variables (see Boxes 2, 3 and 5). 
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Occupancy models may be more advantageous than 
demographic models in situations where demographic 
data are not available, and the species occurs in a large 
number of local populations confined to a distinct type 
of habitat in the region of concern.  In order to do the 
PVA with an incidence function model, inventory data 
are needed, including presence/absence of the species 
and measurements of individual habitat patch character-
istics (environmental variables) that may explain its 
presence/absence pattern. For state transition modeling, 
a sufficient number of local extinctions (> 5) and colo-

nizations (>5) must have occurred between repeated 
inventories (in different years) that correlate signifi-
cantly with local patch characteristics (see Sjögren-
Gulve and Hanski 2000). 

Box 5 presents some further guidelines on condi-
tions under which demographic (structured or individ-
ual-based) models are more advantageous than occu-
pancy models. The choice between structured and indi-
vidual-based models depends on the size of the popula-
tion(s), the importance of genetics and social interac-
tions, and availability of data (see Akçakaya 2000).  

 

Box 5.  Guidelines for selecting a model: Conditions under which demographic models that incorporate internal 
dynamics (such as structured models or individual-based models) are more advantageous than occupancy models.  
Note that these are only general guidelines; there may be exceptions to most of them. 
 

i. demographic data for building a structured or individual-based model already exist  

ii. there are reasons to believe that demographic, behavioral or genetic processes are important for local extinction, 
or the ecology of the species indicates that internal population dynamics are important 

iii. the species occurs in a small number of populations  

iv. suitable but unoccupied habitat patches cannot be easily identified  

v. species occurrence or turnover (extinction/colonization) patterns do not correlate significantly with measurable 
habitat characteristics (or such data are harder to collect than demographic data) 

vi. the management question addressed involves a factor related to within-population dynamics (e.g., questions 
about impacts on different age classes or questions regarding management and conservation actions that affect 
different life history stages differently) 

vii. the required answer is in terms of abundance rather than occupancy (e.g., risk of a population decline, or ex-
pected time until the population falls below a given threshold abundance) 

Limitations of Population Viability 
Analysis 
As any other method, PVA has certain limitations, both 
practical and philosophical. 

Single species focus 
The focus of a PVA is generally a population or multi-
ple populations of a single species.  Its focus on single 
species is a limitation in cases where the goal is the 
management and conservation of an ecosystem. In other 
cases, the single species focus is the strength of PVA: 
the dynamics of single species are much simpler (and 
thus better understood) than the dynamics of communi-
ties or ecosystems (Lawton 1999). Uncertainties in 
structure and parameters of single-species models (see 
below) are magnified when multiple species and their 
interactions are considered. 

One way to deal with the single-species limita-
tion is to select target species that are representative of 

the community, that are sensitive to potential human 
impact, and whose conservation is likely to protect 
other species as well (umbrella species). Such species 
are sometimes called “indicator” species (see Fleishman 
et al. 2000). However, it is important not to make the 
mistake of managing the landscape specifically for the 
indicator species without ascertaining that the enhance-
ments benefit other species as well (Simberloff 1998).  
For example, the proverbial “miner’s canaries” would 
be useless as “indicators” if they were given little oxy-
gen masks so that they survive! 

Data needs 
PVAs may need more data than some of the other 
methods discussed. However, incomplete information 
does not necessarily preclude meaningful results. First, 
PVAs can incorporate uncertainties in the data, and in 
some cases, these uncertainties do not effect the overall 
conclusion (see below).  Second, uncertainties in the 
data may not affect results when the goal of PVA is 
comparative, as in ranking management options (Akça-
kaya and Raphael 1998).  Third, there is very significant 
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significant value in building a model for its own sake. It 
clarifies assumptions, integrates knowledge from all 
available sources, and forces us to be explicit and rigor-
ous in our reasoning. It allows us to identify, through 
sensitivity analyses, which model structures and pa-
rameters matter, and which do not (Akçakaya and 
Burgman 1995).  In fact, this modeling process is nec-
essary for determining whether or not there are suffi-
cient data for reaching management decisions.  It allows 
identification of the parameter(s) which deserve highest 
priority in terms of obtaining more precise estimates.  
This identification does not refer to the types of data 
needed for models with different structures, but to the 
numerical values of the parameters, and to the contribu-
tion of each particular parameter to the uncertainty in 
model results. 

Risk criteria 
Some uses of PVA involve determining whether the risk 
faced by a particular species is acceptable. Such ques-
tions require a benchmark for “an acceptable level of 
risk” for the extinction of species. There are some 
benchmarks used (e.g., IUCN categories; see Gärden-
fors 2000), but none is accepted universally. Obviously, 
the determination of such benchmarks is a societal is-
sue, outside the scope of PVA. 

Identifying causes of decline 
Caughley (1994) contrasted two paradigms in conserva-
tion biology: “small population” and “declining popula-
tion”.  Under the “small population paradigm”, factors 
threatening species with extinction include stochasticity, 
catastrophes and genetic degradation; under the “declin-
ing population paradigm,” they include overkill, habitat 
loss and fragmentation.  In this scheme, PVA and mod-
eling are included under the “small population para-
digm”.  This separation is now seen as artificial 
(Hendrick et al. 1996, Akçakaya and Burgman 1995, 
Beissinger and McCullough 2001) because PVAs can 
and do incorporate systemic pressure (i.e., deterministic 
decline; e.g., LaHaye et al. 1994), effects of habitat loss 
(e.g., Akçakaya and Raphael 1998), and overkill (or 
overharvest; e.g., Ebenhard 2000).  It is important to 
remember that, as Caughley (1994) emphasized, no 
modeling effort by itself can determine why a popula-
tion is declining or why it has declined in the past. This 
is rather obvious, but it is often forgotten and models 
are expected to provide answers to questions they were 
not designed to address. For modeling to be used suc-
cessfully to evaluate options for management of species, 
it must be part of a larger process and incorporate other 
methods, including study of natural history, field obser-
vations and experiments, analysis of historical and cur-

rent data and long-term monitoring. The challenge that 
PVA modelers take is to incorporate all the relevant 
factors and impacts in their model.  

 

Advantages of Population Viability 
Analysis 
PVA is one of the central tools for conservation plan-
ning and evaluation of management options.  Compared 
to other methods reviewed above, PVA has several ad-
vantages. 

Relevance to conservation of biodiversity 
PVA has direct relevance to biodiversity conservation.  
An increasing number of species are presently threat-
ened or endangered, and PVA results directly relate to 
the mandates of such laws as the Endangered Species 
Act.  In addition, PVA can be applied to validated focal 
or umbrella species (Fleishman et al. 2000) to guide 
conservation efforts for entire nested species groups.  
Thus, PVAs of selected threatened species and sets of 
indicative species will be central for efficient conserva-
tion planning at local or regional levels, and for meas-
ures taken to comply with international treaties such as 
the UN Convention Biological Diversity (UNCED 
1992).  By focusing on species viability, instead of rely-
ing only on subjective rules-of-thumb or opinions, or 
only habitat data, the risk assessment approach directly 
relates to the maintenance of viable and well-distributed 
populations of native species. 

Rigor 
Unlike some of the other methods, PVA is rigorous and 
quantitative.  Its results can be replicated by different 
researchers.  The assumptions of a PVA can be (and 
should be) explicitly stated and enumerated; they can 
also be validated given sufficient data.  Validation of 
stochastic results (such as risk of decline or extinction) 
requires data for several independent populations, as 
well as observed trajectories or extinctions for compari-
son.  For example, in a collective comparison of the 
historic trajectories of 21 populations with the results of 
the PVAs for these populations, Brook et al. (2000) 
validated PVAs in terms of their predictions of abun-
dance and risks of decline.  In this comprehensive and 
replicated evaluation, they estimated the parameters 
from the first half of each data set and used the second 
half to evaluate model performance. They found that 
PVA predictions were accurate: the risk of population 
decline closely matched observed outcomes, there was 
no significant bias, and population size projections did 
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not differ significantly from reality. Further, the predic-
tions of five PVA software packages they tested were 
highly concordant. They concluded that PVA is a valid 
and sufficiently accurate tool for categorising and man-
aging endangered species. Although validation of sto-
chastic results may not be possible in every case, com-
ponents of a PVA can be validated.  For example, the 
density dependence function can be validated by ex-
perimental manipulation of densities, or the habitat rela-
tionships that form the basis of the spatial structure of a 
metapopulation PVA can be validated by using half of 
the available data to predict the other half (e.g., see 
Akçakaya and Atwood 1997).  In addition, some model 
results can be validated by comparing predicted values 
with those observed/measured in the field (e.g., 
Sjögren-Gulve and Ray 1996, McCarthy and Broome 
2000, McCarthy et al. 2000, Kindvall 2000, Vos et al. 
2000). 

Ability to use all available data and multiple 
data types  
A PVA can use various types of data sets, including 
presence-absence data, habitat relationships, GIS data 
on landscape characteristics, mark-recapture data, sur-
veys and censuses. Thus, it is possible to incorporate all 
available data into the assessment. Such an assessment 
is more reliable than one that ignores part of the avail-
able information. Most of the alternative methods dis-
cussed above use a limited range of data types. For ex-
ample, reserve selection, habitat suitability or gap 
analysis methods cannot use available demographic 
data. 

Incorporating uncertainty 
Uncertainty is a prevalent feature of ecological data that 
is ignored by most methods of assessment. If data for a 
PVA are unavailable or uncertain, ranges (lower and 
upper bounds, instead of point estimates) of parameters 
are used. In addition, uncertainties in structure of the 
model can be incorporated by building multiple models 
(e.g., with different types of density dependence). There 
are various methods of propagating such uncertainties 
in calculations and simulations (Ferson et al. 1998). One 
of the simplest methods is to build best-case and worst-
case models (e.g., Akçakaya and Raphael 1998). A 
best-case (or optimistic) model includes a combination 
of the lower bounds of parameters that have a negative 
effect of viability (such as variation in survival rate), 
and upper bounds of those that have a positive effect 
(such as average survival rate). A worst-case or pessi-
mistic model includes the reverse bounds. Combining 
the results of these two models gives a range of esti-
mates of extinction risk and other assessment end-

points. This allows the users of the PVA results (man-
agers, conservationists) to understand the effect of un-
certain input, and to make decisions with full knowl-
edge of the uncertainties. 

The uncertainties can also be used in a sensi-
tivity analysis. Results of sensitivity analyses are used 
to identify important parameters and help guide future 
fieldwork.  For example, PVA models can also be ana-
lyzed with respect to their sensitivity to uncertain pa-
rameters. Such analyses guide fieldwork by quantifying 
the expected decrease in the uncertainty of the results 
with narrower ranges for each parameter (see Akçakaya 
2000). 

Conservation planning with multiple objectives 
Conservation and landscape management decisions of-
ten involve multiple objectives such as ecological and 
economic goals. Population viability analyses do not 
explicitly incorporate economic factors, because it is 
often counterproductive (and usually impossible) to 
assign monetary value to the viability or persistence of a 
species. However, because of the quantitative nature of 
PVA results, it is possible to jointly consider ecological 
and economic objectives, for risk-based (and risk-
weighted) decision-making. This can be done by keep-
ing ecological and economical values separate, and pre-
senting the results of the analysis in two dimensions, 
instead of only one (Fig. 2).  Thus, the resulting graph 
has an x-axis in monetary units (e.g., the cost of imple-
menting a certain management or conservation option), 
and a y-axis in biological units (e.g., reduction in the 
risk of extinction of the species). As more money is 
spent, the viability (chance of long-term survival) in-
creases (possibly reaching an asymptote, depending on 
the problem).  However, different management options 
have different curves, which may cross.  This means 
that depending on the amount of resources available, 
one or the other option may be preferable. Such a graph 
may be used in several ways: selecting the optimal 
management given the fixed resource; or estimating 
resources necessary for a certain level of viability (e.g., 
moving from “endangered” to “vulnerable”). If there are 
monetary benefits of conservation, these can either be 
shown as a different curve, or (better yet) subtracted 
from the cost beforehand. 

 

When are population viability 
analyses most useful? 
The preceding discussion highlights the conditions un-
der which PVAs are most appropriate and most predic-
tive.  We conclude this paper with a summarized check-
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list of how to optimize the PVA as a conservation tool 
and design the analysis to get reliable qualitative an-
swers. 

Address a specific question involving focal/target spe-
cies 
General mandates such as “Manage this landscape so 
that everyone benefits” or general questions such as 
“Why are neo-tropical migrants declining?” are not very 
suitable to a direct PVA. To address such issues with a 
PVA, they must be reduced to a set of more specific 
questions, such as “Which management option would 
result in the highest chance of recovery of threatened 
species?” (e.g. Berglind 2000) or “Which set of reserves 
is best for the persistence of one or several focal (um-
brella, indicator) species?” or “What are the long-term 
implications of an observed population decline for the 
viability of a neo-tropical migrant?” 

Focus on a case with sufficient data 
When data are scarce, it is risky to make assessment 
with any method, including PVA.  In these cases, PVAs 
are most appropriate as exploratory tools, used to iden-
tify important assumptions and parameters, and to guide 
fieldwork. 

Use all the available and relevant data 
Assessments that use all the available and relevant data, 
including spatial (GIS) data, presence-absence data, 
habitat relationships, and demographic data from mark-
recapture studies, surveys and censuses, are more reli-
able than those that ignore part of the relevant informa-
tion. 

Use the appropriate model 
Model choice should be based on the availability of 
data, the question addressed and the ecology of the spe-
cies (see Data needs and choosing a model above). 

State all assumptions explicitly 
Modelers usually know the assumptions of their models, 
but often forget that these assumptions may not be 
transparent to others. An assessment should explicitly 
list all the assumptions (even the most obvious ones) 
related to model structure, parameters and uncertainties. 

Validate assumptions and results where possible 
Model accuracy (about model precision, see below) can 
be validated by using data from one half of the study 
system and making predictions for the other half that 
are compared to observed values (Kindvall 2000). Al-
ternatively, data from a previous time period can be 
used for model predictions of the current (observed) 

situation (e.g. Sjögren-Gulve and Ray 1996, Brook et 
al. 2000, Vos et al. 2000).  Validating assumptions of a 
model is often difficult; after all, when assumptions can 
be validated, they become parameters.  However, the 
model should point out to the types of data that may be 
useful to validate or reject assumptions. 

Incorporate data uncertainties, and discuss the implica-
tions 
All parameters should be specified as ranges that reflect 
uncertainties (lack of knowledge, measurement errors). 
See Incorporating uncertainty above. 

Analyze the sensitivity of results to assumptions and 
parameters 
Sensitivity analysis identifies important parameters and 
assumptions.  Sensitivity analysis should be geared to-
wards identifying parameters that, if known with a 
higher precision, would decrease the uncertainty in 
model results to the largest extent.  The importance of a 
parameter in determining viability depends on both the 
range of plausible values (its current uncertainty), and 
practical limitations (such as cost considerations).  

Another use of sensitivity analysis is determining 
the most effective management action (e.g., Crowder et 
al. 1994, Berglind 2000, Lennartsson 2000). This is 
often done by evaluating the sensitivity of the model 
results to each parameter.  However, most management 
actions cause changes in more than one parameter. For 
example, an effort to increase the survival of newborns 
affects both the first survival rate and the fecundity in a 
matrix model based on pre-reproductive census.  It most 
likely affects the survival of other age classes as well.  
In such cases, it is better to evaluate “whole-model” 
sensitivity (with respect to management actions) instead 
of parameter-by-parameter sensitivities (see Akçakaya 
et al. 1999, Akçakaya 2000).  

Report viability results 
Results are more reliable and relevant if they are ex-
pressed in probabilistic terms (risk of decline) rather 
than deterministic terms (abundance 10 years from 
now) (e.g. Berglind 2000, Ebenhard 2000). When prob-
abilistic results are based on simulations, the number of 
replications or iterations determines the precision of 
these results.  In most cases, the randomly sampled 
model parameters are statistically representative if the 
number of replications is in the 1000 to 10000 range. 

Use relative risks (instead of absolute risks) 
Risk of extinction, and risk of decline to an unaccepta-
bly small population size (quasi-extinction probability 
results from demographic models; Burgman et al. 1993, 
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Akçakaya 2000), is a frequently reported PVA result.  
Here, it should be remembered that such results are usu-
ally more reliable if they are relative (which option 
gives higher viability?), rather than absolute (what is the 
risk of extinction?).  As discussed above, relative results 
may not be as sensitive to uncertainties in the data, even 
in cases where the uncertainties in the data result in 
uncertainties in absolute results (e.g., Akçakaya and 
Raphael 1998).  

Focus on risk of decline (instead of risk of extinction) 
Because of uncertainties in modeling very small popula-
tions, the results are more reliable if risk of decline 
(rather than total extinction) is used.  Thus, results 
should be expressed as the probability that the popula-
tion size falls to or below a critical population level for 
social dysfunction or other severe effects, say, 20 or 50 
individuals. 

Project population dynamics for short time horizons 
Short-term results are more reliable, because uncertain-
ties are compounded with time. If a model is based on 5 
years of data, running simulations for 100 years makes a 
lot of assumptions about the average and variation of 
model parameters.  Even if long-term results may be 
warranted because land-use allocations are irreversible, 
these assumptions must be kept in mind.  Furthermore, 
if PVA is used for impact assessment, it is important to 
remember that both very long and very short time hori-
zons may mask the effects of the simulated human im-
pact.  This is because in the very near future (say, next 
year), it is unlikely that the population will fall to very 
low levels, with or without impact.  Over very long time 
horizons, the risk will be close to one, even without the 
impact.  Thus the difference between the two simula-
tions (with and without impact) will be very small or 
zero, for very short or very long time horizons.  One 
solution is to select the time horizon that gives the larg-
est difference between impact and no-impact scenarios 
(i.e., the time horizon for which the model is most 
sensitive to the simulated impact).  PVA models 
(especially those with long time horizons) should 
consider the possibility of a trend in average vital rates 
(e.g., in addition to random fluctuations, fecundity may 
also have a decreasing trend in its average). 

Provide a feedback between fieldwork, modeling and 
monitoring 
It is important that a PVA model, once used to make 
conservation decisions, is not abandoned. Additional 
fieldwork should provide data to refine model parame-
ters, and monitoring should check the realism of the 
model. The revised model should guide further field-

work (identify important parameters), and monitoring 
(identify important variables/outcomes). 

Allow for adaptive management 
Just as a PVA model should evolve as more data be-
come available, the management decisions should also 
adapt to new PVA results. In some cases, this is not 
possible. For example in the case of reserve design 
questions, it may not be possible to change a decision. 
However, in the case of long-term management actions 
(for example, translocations, habitat restoration, harvest 
limits, etc.), the recommendations from a PVA should 
be revisited whenever new data are used to refine a 
model. 
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Fig. 1. Examples of outputs from population viability analyses (PVAs) with a structured model and an occupancy 
model, respectively.  (a) Risk of decline of a Northern Spotted Owl metapopulation, simulated with a structured 
PVA model (based on Akçakaya and Raphael 1998).   The top curve gives the risk under an assumed timber har-
vest, and the bottom curve assumes no habitat loss.  Each point on the curve shows the probability that the meta-
population abundance will fall by the given percentage from the initial abundance anytime during the next 100 
years.  The vertical bar shows the maximum difference between the two curves.  In this example, the maximum dif-
ference is at a 78% decline.  The risk of a 78% decline from the initial abundance is about 0.33 without habitat loss, 
and about 0.77 with habitat loss due to the assumed timber harvest.  (b) Predicted temporal change in the proportion 
of 102 ponds occupied by pool frogs (Rana lessonae) when large-scale forestry is omnipresent at the Baltic coast of 
east-central Sweden. The risk of regional extinction is 0.999 within 15 census intervals (i.e., 53 years) and medium 
time to regional extinction is 18 years (from Sjögren-Gulve and Ray 1996, © Island Press). 

 

 

 

 
Fig. 2.  An example of cost-benefit analysis with the results of a series of 
PVAs.  Each point on the curve gives the result of one PVA, which as-
sumes a certain amount of effort for conservation.  This effort is quantified 
in the x-axis as the cost (e.g., the cost of setting aside a certain amount of 
land for protection of the species).  The result of the PVA is expressed as 
the reduction in extinction risk from the no-action (i.e., no conservation 
scenario) and plotted in the y-axis. 


