
IEEE GEOSCIENCE AND REMOTE SENSING LETTERS, VOL. 19, 2022 3006905

End-to-End LSTM-Based Earthquake Magnitude
Estimation With a Single Station

Aarón Cofré, Marcelo Marín , Oscar Vásquez Pino, Nicolás Galleguillos, Sebastián Riquelme,

Sergio Barrientos, and Néstor Becerra Yoma , Senior Member, IEEE

Abstract— In this letter, a method based on long short-term
memory (LSTM) is presented to address the problem of
earthquake magnitude estimation for earthquake early warn-
ing (EEW) and tsunami early warning (TW) purposes using
a seismic station. An end-to-end-based scheme is adopted, and
particular attention is paid to compute the magnitude of seismic
events larger than M6 and reduce the effective time for TW.
More so, these earthquakes are the ones that cause more fear
or uncertainty in the population with the provision of the
most significant destructive potential. However, the occurrence
of large earthquakes is low, but to counteract the drawback of
limited training data, engineered features were also proposed.
The earthquake magnitude relative error estimation reported
here in experiments with Chilean seismic data was 4.01% and
8.04% with earthquakes M4.0 or larger (up to M8.1) and
M4.0 or smaller, respectively, by employing seismic traces in the
nearest station to the corresponding seismic event. The average
earthquake-nearest station distance was 196 km, and in 26% of
the data, this distance was greater than 200 km. These results are
competitive with those published elsewhere and suggest the pos-
sibility to reduce the time required for EEW and especially TW.

Index Terms— Deep learning, earthquake magnitude estima-
tion, engineered features, limited training data.

I. INTRODUCTION

EARTHQUAKE early warning (EEW) and tsunami warn-
ing (TW) are relatively new strategies to reduce death

tolls and increase the resilience to seismic hazards in urban
environments [1], [2]. The purpose of EEW is to provide real-
time information about ongoing earthquakes, allowing com-
munities, governments, businesses, and critical infrastructure
to take timely action to reduce damage or losses before the
arrival of secondary and surface waves that are generally the
most destructive ones [1], [3]. EEW aims at characterizing
earthquakes (i.e., their location, depth, and magnitude) in the
shortest possible time [4]. Of these parameters, the estimation
of the magnitude is critical since it is an indication of the
energy released and the force with which it will strike locations
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of interest [5]. In addition, the earthquake magnitude is one
of the criteria employed to determine if a potential tsunami is
likely to be generated. One strategy to reduce the response time
of these systems is to automatize the earthquake characteri-
zation, particularly the magnitude computation. Usually, this
information is generated after the event has been observed in
a minimum number of seismic stations, which in turn requires
a few minutes from the earthquake occurrence. However, from
the EEW perspective, this procedure should take place as soon
as the earthquake is observed for the first time at the nearest
station [6]. Although this problem has already been addressed
[7], current methods provide estimation errors or restrictions
that may limit their applicability.

In the literature on earthquake magnitude estimation, the
most frequent use of a deep neural network (DNN) has been
utilized to extract features and decrease the dimensionality
of seismic signals from station networks with convolutional
neural networks (CNNs) [8]–[10] to automate the analysis
of seismic traces. This kind of strategy needs large data-
bases, which in turn should also be representative regard-
ing magnitude and location. The first CNN-based method,
ConvNetQuake, was presented in [10]. It extracts the signal
characteristics without any preprocessing and classifies ranges
of distances and magnitudes. In [9], a CNN was employed
to extract the characteristics of seismic traces from the time-
frequency representation of signals resulting in complex or
real only features. The use of data from a single station has
been explored for earthquake characterization in [11], [12],
and [13]. The databases obtained in this condition are usually
smaller and provide a narrower range of magnitudes. In [12],
CNN is employed on an end-to-end basis to detect events and
classify their magnitude with a single station that was located
on a fault. Most of the events were M4 or smaller and the data
(more than 65 000 events) was recorded in 29 years, which in
turn results in traces obtained with different instruments.

In contrast to CNN, long short-term memory (LSTM) has
found a niche in predicting seismic events [14], [15]. LSTM
has also been combined with CNNs, which in turn extracts
features and decreases the dimensionality of the raw trace
before being processed by the recurrent network [8]. Nonethe-
less, the method requires a large amount of data that should
also present a high SNR. Surprisingly, LSTM has not been
explored exhaustively to characterize earthquakes even though
this neural network is recurrent and was conceived to process
the time sequence of data such as seismic traces. One of the
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Fig. 1. Block diagram of the proposed LSTM-based architecture.

motivations to employ deep learning is the possibility, in prin-
ciple, to use raw signals. This assumes that the first layers of
DNN architectures can generate features automatically out of
the input signals [16], [10]. Nevertheless, as aforementioned,
this requires a large amount of data. In contrast, engineering
the input features allows for improving the DNN performance
with a limited amount of training data because its task becomes
less difficult. This strategy is especially interesting for M6
or larger earthquakes whose frequency of occurrence can be
much lower than smaller seismic events according to the
Gutenberg–Richter law. Moreover, the problem of limited
training data becomes more acute because a machine learning
engine trained with seismic information from a given location
decreases its performance when exported to other regions [17].

The contribution of this letter corresponds to an
LSTM-based scheme for EEW and TW magnitude estimation
that needs only the seismic trace in the first station where
the earthquake was observed that is usually the nearest one.
One of the motivations is to reduce the effective time for
TW, which in turn requires estimating the magnitude of
seismic events greater than M6. But the number of this
kind of earthquake that is registered is low. To counteract
the limitation of limited training data and avoid training the
proposed system with raw data, engineered features were also
proposed.

II. LSTM-BASED PROPOSED ARCHITECTURE AND

ENGINEERED FEATURE EXTRACTION

A block diagram of the proposed LSTM-based scheme is
shown in Fig. 1. The information feeding the deep learn-
ing architecture is composed of two inputs: first, the time-
dependent features that feed the bidirectional LSTM; and
second, the global features that are concatenated and combined
with the LSTM output are input to a multilayer perceptron
(MLP) or fully connected neural network to deliver earthquake
magnitude estimation. LSTM is a recurrent neural network
that can model long-term dependencies [18]. In contrast to
other neural network architectures, LSTM does not need the
sequence of observation vectors to have the same temporal
duration, which in turn is very convenient to capture the
dynamics of seismic events.

Fig. 2. Feature extraction.

A. Preprocessing

These raw data corresponded to time-domain seismic sig-
nals that were downloaded in counts were transformed to
velocity and equally had the instrument response removed.
Subsequently, the amplitude was multiplied by a constant
(i.e., 10+10) to avoid negative numbers after applying log to
the FFT absolute value. The sampling rate was also adjusted
to 40 Hz. Finally, the signals were processed by applying a
high-pass filter with a cut-off frequency of 1 Hz.

B. Engineered Features Extraction

Engineered features extraction aims to obtain a representa-
tion of the signal that highlights or preserves the information
that is relevant to the final objective, that is, the earthquake
magnitude estimation in this article. Engineering features
usually require both prior knowledge of the target process
and parameter tuning. Notably, feature extraction leads to
a reduction in the dimensionality of the input data, which
in turn results in fewer ML parameters that need to be
trained. Fig. 2 shows the block diagram corresponding to the
feature extraction process. Each event signal was segmented
as follows: the beginning corresponded to around 20 s before
the P wave arrival, and the end of the earthquake was
determined within the coda stage when the frame energy
was 3% of the maximum frame energy of the seismic event.
Then, the segmented signal was divided into overlapped
Hamming windows. Time-dependent features correspond to
those estimated in each analysis window and result from
the short-term FFT power spectrum plus the frame energy
(see Fig. 2). The logarithm of the FFT power spectrum can
be computed. In contrast, global parameters denote those
that are allocated to the whole event and are composed of
the station coordinates, station index, and S-P phase time
difference. Station index corresponds to an integer assigned
to each station aleatorily. In principle, the time-dependent
features extracted from the north–south, west–east, and vertical
components can be concatenated to feed the LSTM layer.
The global characteristics attempt to individualize the seismic
stations and preserve the event-seismic station distance by
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Fig. 3. Reference stations.

means of the S-P phase time difference, which in turn can
be estimated with the STA/LTA method [19]. Finally, both
sets of features need to be normalized. Both the mean-and-
variance (MVN) and min-max normalization procedures were
tested. The corresponding means and variances and min-max
values were determined with the training data. In the case of
the time-dependent parameters, the normalization takes place
in each time trajectory.

III. DATASET

The data was provided by the National Seismological Center
(CSN, “Centro Sismológico Nacional”) in Chile. It was down-
loaded with the Incorporated Research Institute for Seismol-
ogy (IRIS) platform. The seismic traces provide the date, time,
magnitude, and location of the seismic events. The catalog
contains 7580 earthquakes that occurred in the north-central
region of Chile between 2014 and 2021, between latitudes
18.23◦S and 33.43◦S, and longitudes 69.16◦W and 74.79◦W,
that were observed in ten reference stations (see Fig. 3). The
stations cover a distance equal to 2.000 km along the country.
The reference stations were chosen among those with the
highest SNR along the target Chilean region. The maximum
hypocenter depth is 70 km. The minimum and maximum
earthquake magnitudes are M1.8 and M8.3, respectively. The
distance from the hypocenter to the nearest station is important
for an early warning system. In the data employed here, the
nearest station was on average 196 km from the hypocenter.
From the catalog, 500 events were chosen with an SNR equal
to or higher than 10 dB, allowing a clear contrast with the
background signal.

IV. RESULTS AND DISCUSSIONS

Three error metrics were used to evaluate the per-
formance of the proposed scheme for early earthquake
magnitude estimation. First, the mean absolute percent-
age error (MAPE) which is defined as MAPE =
1/N

∑
abs((MRef − MEst)/MRef )100, where N is the number

of tests performed, MRef and MEst are the reference and esti-
mated earthquake magnitudes, respectively. The second metric
corresponds to the mean absolute error (MAE) described
as MAE = 1/N

∑
abs(MRef − MEst), and finally, the third

metric is the mean squared error (MSE) that is calculated as
MSE = 1/N

∑
(MRef − MEst)

2.

A. Feature and Hyperparameter Optimization

The following procedure was adopted to optimize the
features and hyperparameters. First, the proposed neural net-
work hyperparameters were kept constant and the time-
dependent features were optimized. Once these features had
been optimized, the neural network hyperparameters were
tuned. Finally, the global features were evaluated. The pro-
posed LSTM-MLP network was trained 30 times for each
setting configuration. The whole database was divided into
training (60%), validation (20%), and testing (20%) making
sure that the magnitude distribution was similar in all the three
subsets. MAPE was employed as an objective metric and was
computed on the validation subset for tuning purposes and not
on the testing one. In this optimization procedure, the training
and validation subsets were composed of the signals observed
in the nearest stations to the seismic events. As a result,
the optimal feature setting corresponded to: FFT size equal
256 samples; window width equal to 4 s with a 2 s overlap;
and frame log energy. Surprisingly, the highest accuracy was
achieved with the Z component only and the north–south
and east–west signals were discarded. Consequently, the time-
dependent features were composed of 129 FFT log spectrum
bins + frame log-energy = 130 parameters. The optimal
threshold to determine the end of seismic events was equal to
3% of the maximum frame log-energy in the event. Regarding
the neural network configuration and hyperparameter tuning,
the forward/backward LSTM with output dimensionality equal
to 10 and an MLP with a single 30-node hidden layer were the
result of the optimization. Regularization had a positive effect
when applied to the LSTM only. The optimal regularization
corresponded to L2 (10−2).

After optimizing the time-dependent features and the neural
network configuration/hyperparameters, the global features
were evaluated. The time-dependent features provided a
MAPE equal to 7.44%. Global features were tested individu-
ally or in combination with other global features. Interestingly,
the incorporation of global features always gave improvements
in the error metrics. In these conditions, the lowest MAPE
was achieved with the station index and was equal to 6.77%,
which is 10% lower than the one with temporal features only.
This result suggests that the identification of the station from
where the seismic event is observed is important information
for magnitude estimation. When the engineered features were
replaced with raw data, that is, the time waveform or its
FFT, MAPE increased dramatically to around 30%, which
corresponds to an increase in MAPE greater than 300%.

B. On Discriminating Event–Station Distance and Event
Magnitude

It is common sense in pattern recognition that the higher
the SNR is, the higher the recognition accuracy. In addition,
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TABLE I

RESULTS OBTAINED WITH THE TESTING SUBSETS

it is reasonable to consider that, on average, the greater the
event–station distance is, the lower the SNR. As a matter
of fact, low-magnitude earthquakes may not be observed
at distant stations. Consequently, the proposed earthquake
magnitude estimation method was evaluated in two conditions:
first, with the signal observed in the station that was the
closest one to the seismic event; and second, with the signal
observed in a station considered distant to the seismic event.
The nearest station to a given seismic event (hypocenter) is at
an average distance equal to 196 km. On the other hand, what
are considered here as distant stations are those that are at
distances greater than 500 km (i.e., an average distance equal
to 775 km) from the hypocenter. Identifying and employing the
first station where an earthquake is observed is very important:
the SNR should be the highest possible one on average and
the early earthquake or tsunami warning could be given in
a shorter time. Additionally, the earthquakes were grouped
in two sets according to their magnitude: those that were
greater or equal to and those that were smaller than M4. Each
set contained 250 events. Conclusively, six sets of data were
generated to train and test six systems (Table I): earthquakes
of any magnitude and the nearest station; earthquakes of any
magnitude and a distant station to each event; earthquakes
greater than M4 and the nearest station; earthquakes greater
than M4 and a distant station to each event; earthquakes
smaller than M4 and the nearest stations; and earthquakes
smaller than M4 and a distant station to each event.

According to Table I, when the proposed system was
evaluated with the whole database, that is, employing all the
available magnitudes, MAPE was equal to 6.77% and 14.34%
with the closest station and a distant one, respectively. This
result corroborates the convenience of processing the seismic
signal observed at the stations that are the nearest ones to the
earthquake to achieve more accurate results. Similar behavior
was observed with MAE and MSE: they are at least twice
as higher as the signals observed at a distant station when
compared to the closest one to the earthquake. It was observed
that when the system was evaluated with magnitudes greater
than M4, MAPE was 50% of the one achieved with the
system trained and tested with magnitudes smaller than M4
when the closest stations to the earthquakes were employed.
This was due to the fact that the greater the earthquake
magnitude, the higher the SNR of the corresponding seismic
signal. Moreover, the difference in MAPE is even higher
when a distant station is adopted. This result should be a
consequence of the fact that medium and smaller seismic
events can hardly be observed when their distances to the
stations increase. Moreover, an average relative error equal
to 4.01% (average standard deviation equal = 3.27) achieved

TABLE II

STATISTICAL SIGNIFICANCE ANALYSIS (DEPENDENT t -TEST)

Fig. 4. Error bar graph of the average estimated magnitude versus the
reference one when the closest station to each earthquake was employed.

with earthquakes greater than M4 by making use of the closest
station suggests that the proposed method is applicable to
provide more precious time to the population in the case
of EEW and TW. This result includes the more potentially
harmful earthquakes as soon as they are detected by the
first seismic station, and the method needs only 0.27 s on
an i7-10700 PC with GPU. It is worth highlighting that the
first magnitude computation may be delivered in around five
minutes after observing the earthquake in a given minimum
number of stations (e.g., 10 at CSN). Compared to the final
magnitude computation, which requires some extra minutes,
this preliminary computation provides a MAPE equal to 4.03%
(standard deviation = 3.29) in 477 seismic events greater than
M4, between January 2019 and August 2021, in the same
region where the database employed here was collected. This
result suggests a clear motivation to employ the proposed
method that can provide an earthquake magnitude estimate
with a similar precision but in a much shorter time. Statisti-
cal significance analysis with a dependent t-test is provided
in Table II.

Fig. 4 shows the graph of the average estimated magnitude
versus the reference one when the closest station to each
earthquake was employed. The proposed system was evaluated
with the full database including all the available magnitudes.
The error bar graph in Fig. 4 depicts the average magnitude
estimation and the corresponding min-max values obtained
with the testing subset. Fig. 4 basically corroborates the pre-
cision of the proposed method: all the earthquake magnitude
estimations concentrate coherently along the diagonal with low
dispersion, particularly with earthquakes greater than M4.

The advantages of the proposed method for earthquake mag-
nitude estimation become clearer after comparison with similar
results published elsewhere. In [9], an MAE equal to 0.26 was
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achieved with a CNN-based architecture by making use of a
database composed of 450.000 seismic events from STEAD,
a large-scale global dataset [20], with magnitudes that span
between −0.5 and 7.9. The method proposed here achieved an
MAE equal to 0.23 with a similar magnitude range. However,
the dataset used in this letter is much smaller, which in turn
makes feasible the generation of region-dependent systems for
earthquake magnitude estimation. A CNN-based solution was
also presented in [11] to compute magnitudes greater than
6 obtaining an MAE equal to 0.35. The scheme presented
here provides MAEs equal to 0.21 and 0.25 for seismic events
greater than M4 and M6, respectively, without retraining the
LSTM-MLP neural network with earthquakes greater than
M6 only. In [13], an SVM-based method was applied to
seismic signals from a single station and achieved an MAE
equal to 0.19 with earthquakes smaller than M4 only from
a database composed of 863 events. The earthquake–station
distance was shorter than 120 km. The scheme proposed
here reached an MAE equal to 0.23 with similar earthquake
magnitudes (see Table I) but with a smaller database, that
is, 250 events smaller than M4. It is worth emphasizing that
in our case the average earthquake–nearest station is 196 km
and there are 131 events where this distance is greater than
200 km. Moreover, the Chilean geographic extension and
seismic characteristics make it impossible to use a single
station. Instead, a vast and inherently heterogeneous station
network is required. Consequently, the task addressed in this
article seems more challenging.

V. CONCLUSION

An LSTM-based method was proposed to address the
problem of earthquake magnitude estimation for EEW and
TW purposes using only one seismic station. An end-to-end-
based strategy was adopted. To reduce the TW effective time,
it is necessary to estimate the magnitude of seismic events
greater than M6 accurately. Nevertheless, the number of these
kinds of earthquakes is low, and to counteract the drawback of
limited training data, engineered features were also proposed
and tested. The earthquake magnitude relative error estima-
tion reported here in experiments with Chilean seismic data
was 4.01% and 8.04% with earthquakes M4.0 or larger (up
to M8.1) and M4.0 or smaller, respectively, by employing seis-
mic traces in the nearest station to the corresponding seismic
event. The average earthquake–closest station distance was
196 km, and in 26% of the data, this distance was greater than
200 km. These results are competitive with those published
elsewhere and suggest that it is feasible to reduce the time
required for EEW and especially TW. Also, the engineered
features proposed here were dramatically superior to raw data.
Thus, it is worth highlighting that the earthquakes greater than
M6 are the ones that cause more fear or uncertainty in the pop-
ulation and provide the most significant destructive potential.

Finally, increasing the earthquake database and incorporating
traces from further stations are proposed for future research.
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