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Bioelectrical impedance analysis models for prediction of total
body water and fat-free mass in healthy and HIV-infected children
and adolescents1–3

Mary Horlick, Stephen M Arpadi, James Bethel, Jack Wang, Jack Moye Jr, Patricia Cuff, Richard N Pierson Jr, and Donald Kotler

ABSTRACT
Background: Bioelectrical impedance analysis (BIA) is an attrac-
tive method of measuring pediatric body composition in the field,
but the applicability of existing equations to diverse populations
has been questioned.
Objective: The objectives were to evaluate the performance of 13
published pediatric BIA-based predictive equations for total body
water (TBW) and fat-free mass (FFM) and to refit the best-
performing models.
Design: We used TBW by deuterium dilution, FFM by dual-
energy X-ray absorptiometry, and BIA-derived variables to eval-
uate BIA models in a cross-sectional study of 1291 pediatric sub-
jects aged 4–18 y, from several ethnic backgrounds, including 54
children with HIV infection and 627 females. The best-performing
models were refitted according to criterion values from this pop-
ulation, cross-validated, and assessed for performance. Additional
variables were added to improve the predictive accuracy of the
equations.
Results: The correlation between predicted and criterion values
was high for all models tested, but bias and precision improved
with the refitted models. The 95% limits of agreement between
predicted and criterion values were 16% and 11% for TBW and
FFM, respectively. Bias was significant for some subgroups, and
there was greater loss of precision in specific age groups and
pubertal stages. The models with additional variables eliminated
bias, but the limits of agreement and the loss of precision persisted.
Conclusion: This study confirms that BIA prediction models may
not be appropriate for individual evaluation but are suitable for
population studies. Additional variables may be necessary to
eliminate bias for specific subgroups. Am J Clin Nutr
2002;76:991–9.

KEY WORDS Bioelectrical impedance analysis, pediatrics,
ethnicity, puberty, HIV infection

INTRODUCTION

Developing accurate body-composition-measuring methods for
evaluating and monitoring growth and nutritional status in chil-
dren is an important area of research. Laboratory-based techniques
of body-composition analysis, such as isotope dilution, whole-
body potassium counting, hydrodensitometry, dual-energy X-ray
absorptiometry (DXA), air plethysmography, and magnetic reso-
nance imaging, are applicable in pediatric subjects, but the equip-
ment is not readily available and is expensive to maintain, so that
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their use in clinical and field studies is limited. Bioelectrical
impedance analysis (BIA) has shown a potential for application
in the field to estimate body-composition measures; in addition,
BIA may involve less interobserver variation than do traditional
anthropometric field measurements (1–3).

BIA estimation is based on the assumption that the body is a
cylindrical ionic conductor in which the extracellular and intra-
cellular fat-free compartments act as resistors and capacitors,
respectively (2, 3). BIA is inexpensive, rapid, and noninvasive,
and it has been proposed as an alternative to laboratory-based
methods of measuring body composition in children (4–15).
Pediatric prediction equations for total body water (TBW) and
fat-free mass (FFM) use BIA-derived variables (eg, resistance in
ohms) in various combinations with height, weight, age, and sex,
but the applicability of these equations to children at different
stages of maturation, of different ethnic backgrounds, or with
specific medical problems has been questioned (13, 14, 16–19).
These models were developed mostly in white subjects, some of
whom were healthy and others of whom had medical disorders.
The study populations ranged in size from 26 to 246 subjects and
in age from 3–36 mo to 3–19 y. Pediatric body-composition proj-
ects at St Luke’s–Roosevelt Hospital in New York City enrolled
1291 children and adolescents from several ethnic groups.
Among these subjects, TBW was measured by deuterium dilu-
tion in 1170, FFM was measured by DXA in 1247, and BIA was
performed in all 1291.

The purpose of the current study was to use this body-com-
position database to evaluate 13 published and frequently cited
single-frequency BIA models (equations) for predicting TBW or
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992 HORLICK ET AL

TABLE 1
Bioelectrical impedance analysis–based predictive equations for total body water (TBW) and fat-free mass (FFM)1

Reference Formula Study population

Davies et al (4) TBW = �0.50 + 0.60H2/I Boys and girls aged 5–17 y, n = 26 (United Kingdom)
Fjeld et al (5) TBW = 0.76 + 0.18H2/I + 0.39W Boys and girls aged 3–36 mo, n = 44 (Peru)
Gregory et al (6) TBW = 0.79 + 0.55H2/I Boys and girls aged 7–16 y, n = 28 (United Kingdom)
Davies and Gregory (7) TBW = 0.13 + 0.58H2/I Boys and girls aged 5–17 y, n = 54 (United Kingdom)
Danford et al (8) TBW = 1.84 + 0.45H2/R + 0.11W Boys and girls aged 5–9 y, n = 37 (Illinois)
Kushner et al (9)

Equation a TBW = 0.700H2/R � 0.32 Boys and girls aged 3 mo–9 y, n = 81 (Peru, Illinois)
Equation b TBW = 0.593H2/R + 0.065W + 0.04

Cordain et al (10) FFM = 6.86 + 0.81H2/R Boys and girls aged 9–14 y, n = 30 (Colorado)
Deurenberg et al (11) Age 7–9 y, boys and girls: FFM = 0.640H2/I + 4.83 Males and females aged 7–25 y, n = 246 (Netherlands)

Age 10–12 y in girls and 10–15 y in boys:
FFM = 0.488H2/I + 0.221W + 0.1277H � 14.7

Age ≥13 y in girls and ≥16 y in boys:
FFM = 0.258H2/I + 0.375W + 6.3S + 0.105H � 0.164A � 6.5

Other ages in girls and boys:
FFM = 0.438H2/I + 0.308W + 1.6S + 0.0704H � 8.5

Deurenberg et al (12) FFM = 0.406H2/I + 0.36W + 0.56S + 0.0558H � 6.5 Boys and girls aged ≤15 y, n = 166 (Netherlands)
Houtkooper et al (13) FFM = 0.61H2/R + 0.25W + 1.31 Boys and girls aged 10–14 y, white race or ethnicity 

only, n = 94 (Ohio, Arizona)
Goran et al (14) FFM = [0.59 (H2/R) + 0.065W + 0.04]/[0.769 � 0.0025A � 0.19S] Boys and girls, aged 4–6 y, white race or ethnicity 

only, n = 61 (Vermont, Arizona)
Schaefer et al (15) FFM = 0.65H2/I + 0.68A + 0.15 Boys and girls aged 3–19 y, n = 112 (Germany)

1 H, height (cm); I, impedance; W, weight (kg); R, resistance; S, sex: male = 1, female = 0; A, age (y).

FFM that were either developed or validated in pediatric popu-
lations (Table 1). Although DXA is not considered the gold stan-
dard for predicting FFM, as deuterium dilution is for TBW, it
has been used extensively in pediatric practice (20–24). The spe-
cific objectives were to assess the predictive ability of each
model according to evaluation criteria, to refit the models that
perform best for TBW and FFM, and to cross-validate the refit-
ted models with the use of our study population, which is made
up of a large group of healthy children and a smaller group of
HIV-infected children.

SUBJECTS AND METHODS

Subjects

The healthy subjects were volunteers in the cross-sectional
Pediatric Rosetta Body Composition project. Children and ado-
lescents (597 females and 640 males, aged 4–18 y) were
recruited through local newspaper notices, announcements at
schools and after-school activity centers, and word of mouth in
the New York City metropolitan area from 1995 to 2000. There
were no height or weight restrictions for entry into the study. A
medical history from the parent or guardian and a physical exam-
ination at the time of the Body Composition Unit visit confirmed
normal health status.

HIV-infected children (30 females and 24 males, aged 4–15 y)
were recruited from 3 hospital-based, pediatric HIV/AIDS outpa-
tient-treatment programs from 1994 to 1999. HIV infection was
diagnosed, and the disease stage was classified according to the
criteria of the Centers for Disease Control and Prevention (25).

We used a questionnaire to establish ethnicity; the criterion was
consistent Asian, African American, Hispanic, or white back-
ground of both parents and all 4 grandparents. Subjects with eth-
nic backgrounds that did not fit these criteria were classified as

“other.” The Asian volunteers were of Chinese and Korean back-
ground, and the Hispanic subjects were mostly of Dominican ori-
gin. Pubertal stage was assessed according to the criteria of Tan-
ner (26) by the pediatric endocrinologist or nurse in younger
subjects and by self-assessment in subjects aged ≥ 11–12 y (27).
Coefficients of 0.81–0.91 have been reported for concordance
between physician assessment and self-assessment of pubertal sta-
tus in subjects aged 9–18 y (27). In addition, the self-assessed
pubertal stage of 94 subjects was in agreement with fasting values
for gonadal steroids and gonadotropins in a subset of 100 of the
participants in the current study (unpublished data). All subjects
were without intercurrent illness at the time of the study visit.

The Institutional Review Board of St Luke’s–Roosevelt Hospi-
tal Center approved the study protocol. Consent was obtained
from each volunteer’s parent or guardian; assent was obtained
from each volunteer, as well, when appropriate.

Methods of body-composition measurement

All measurements were performed at the Body Composition
Unit of St Luke’s–Roosevelt Hospital Center ≥ 1 h after subjects
had consumed a light meal and while each subject was wearing a
hospital gown and foam slippers. Body weight was measured to
the nearest 0.1 kg on a balance-beam scale (Weight Tronix, New
York), and height was measured to the nearest 0.1 cm on a wall-
mounted stadiometer (Holtain, Crosswell, United Kingdom).

TBW (in L) was measured by dilution of deuterium (D2O) given
orally at a dose of 0.1 g/kg body wt (28). We collected 1–3 mL saliva
before giving the deuterium. The concentration of tracer was meas-
ured in saliva collected 2 h after the administered dose with the use
of an infrared system (Miran IFF Fixed Filter Laboratory Analyzer;
Foxboro, Norwalk, CT) with a precision of ± 2.1% (29–32). The
measured TBW was not corrected for nonaqueous exchange.

FFM (in kg) was measured by whole-body DXA scan [Lunar DPX
(pediatric software version 3.8G); Lunar Co, Madison, WI (33)].
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TABLE 2
Total body water (TBW) and fat-free mass (FFM) in the study population1

Analysis
subgroup TBW FFM

L kg

All subjects 25.0 ± 9.7 (23.7) [1170] 34.5 ± 13.4 (32.4) [1247]
HIV-negative 25.4 ± 9.6 (24.0) [1125] 35.2 ± 13.2 (33.6) [1195]
HIV-infected 14.4 ± 5.0 (13.2) [45] 18.9 ± 6.5 (17.5) [52]
White 24.8 ± 9.4 (23.6) [273] 34.1 ± 12.9 (31.6) [303]
African American 26.0 ± 10.7 (24.2) [279] 35.8 ± 14.4 (34.9) [302]
Hispanic 25.1 ± 9.8 (23.8) [202] 34.6 ± 14.1 (33.1) [216]
Asian 24.3 ± 9.4 (23.0) [325] 34.0 ± 12.9 (32.2) [333]
Other 24.5 ± 8.5 (23.1) [91] 33.8 ± 11.5 (31.8) [93]
Age (y)

4–8 15.3 ± 3.5 (14.8) [331] 21.0 ± 4.2 (20.6) [360]
9–12 23.1 ± 5.6 (22.6) [412] 31.9 ± 7.0 (30.7) [432]
13–15 32.7 ± 6.7 (31.8) [251] 45.7 ± 9.2 (44.4) [267]
16–18 36.6 ± 7.8 (36.6) [176] 50.8 ± 10.6 (50.0) [188]

Male 27.0 ± 10.9 (24.3) [600] 37.6 ± 15.2 (33.9) [645]
Female 22.9 ± 7.8 (23.0) [570] 31.3 ± 10.1 (31.9) [602]
Tanner stage

1 16.6 ± 4.1 (16.1) [477] 22.9 ± 5.2 (22.4) [519]
2 23.7 ± 4.9 (23.3) [170] 32.8 ± 6.4 (31.9) [174]
3 30.0 ± 6.6 (29.3) [183] 41.4 ± 8.9 (40.0) [189]
4 33.1 ± 7.4 (32.5) [188] 45.9 ± 9.6 (44.3) [201]
5 36.7 ± 7.4 (36.6) [152] 51.2 ± 10.2 (49.8) [164]

1 x– ± SD; median in parentheses; n in brackets.

The scan mode was chosen according to the weight guidelines
provided by the manufacturer. The CV for DXA percentage body
fat (%BF) in adults in our laboratory is 3.3% (34).

Total body resistance and impedance were measured on each
subject’s right side with the use of a single-frequency 50-kHz
tetrapolar BIA device (model 101 A; RJL, Detroit) with the use
of Tracets MP 3000 electrodes containing electrode gel (Lecter
Corp, Minnetonka, MN) as described previously (35). Resistance
and impedance have a reproducibility of ± 0.31%.

Statistical analysis

The evaluation of models for TBW and FFM involved several
steps. First, we evaluated the predictive ability of existing models
for subjects in our database according to statistical criteria. Sec-
ond, we selected the models that performed best on the evalua-
tion criteria and refitted these models by using our data. Third,
we estimated error rates for the refitted models by using cross-
validation. Fourth, we evaluated the potential improvement of
these models by adding new variables: age, weight, height, eth-
nicity, HIV infection status, sex, and Tanner stage. Fifth, we used
cross-validation to estimate error rates for models that included
additional variables.

The evaluation criteria included Pearson’s correlation coefficients,
SEE, percentage prediction errors, loss of precision, and Bland-Altman
limits of agreement. SEE for 2 variables (x and y) was computed as

1 � rxy
2/Sy (1)

where Sy is the SD of y, and rxy is the Pearson’s correlation coef-
ficient for x and y. The percentage prediction error was computed
as (predicted � observed)/observed; these percentage errors were
computed for each subject and then averaged over subgroups. In
any setting, the use of a predicted value rather than an actual value
results in additional error and a consequent loss of precision of
measurement. We used percentage loss of precision, calculated as

(variance of prediction error)/(variance of criterion value), to
measure the increase in sample size necessary to offset this addi-
tional error (36). The methods of Bland and Altman were used to
evaluate limits of agreement and association between prediction
errors and criterion values (37, 38). With these criteria, the best
predictive models were those that maximized correlation, gave the
smallest SEE, minimized prediction errors and loss of precision,
and showed the best limits of agreement.

The independent variables from the best prediction equations
were refitted to our data. For TBW, ordinary least squares were
used to refit the equation; for FFM, nonlinear regression was used
to refit the variable coefficients (14). New prediction equations
were then generated by use of the original predictor variables with
newly fitted model coefficients. Because the same data were used
to generate the equations and to evaluate them, simple estimates
of error rates based on a comparison of observed and predicted
values are not valid, and they underestimate the true error rate.
Thus, we used cross-validation to estimate error rates (39). In this
method, error rates are estimated by the removal of one observa-
tion at a time from the data set and by the prediction for the
“removed” case. This is also known as the “one left out” method.
Cross-validation gives approximately unbiased estimates of the
true error rate (40).

To evaluate potential improvements in the prediction equations
by adding new variables, we used both stepwise and best-subset
methods, as implemented in the SAS linear regression software,
version 8.2 (SAS Institute Inc, Cary, NC). We used the Mallows
Cp criterion for selecting the best model (41).

To carry out this procedure for the model for predicting FFM,
we used a 3-step process. First, we used the best-subset method
to identify the best set of predictor variables for TBW. Second, we
used the best-subset method to identify the best predictor variables
for hydration FFM (TBW/FFM). Third, we used nonlinear least
squares (as implemented in the SAS NLIN procedure; SAS Insti-
tute Inc) to determine the best coefficients for the ratio of the 2
expressions. We then used the Bonferroni method to interpret
significance levels, because of the large number of comparisons.

RESULTS

Study population

The characteristics of the study population are given in Table 2.
We obtained the data for TBW from a total of 1170 boys and girls
and those for FFM from 1247, aged 4–18 y; the white, African
American, Hispanic, and Asian ethnic groups were balanced. The
participants ranged in Tanner stage from 1 to 5. Overall, the mean
TBW and FFM were 23.7 L and 34.5 kg, respectively. The mean
(± SD) BMI z scores for females ranged from 0.24 ± 0.92 in white
subjects to 0.77 ± 1.07 in Hispanic subjects, and those for males
ranged from 0.26 ± 1.07 in white subjects to 0.70 ± 0.88 in His-
panic subjects.

Summary of prediction equations

The evaluation statistics for these prediction equations are sum-
marized in Table 3. The correlations between predicted and
observed criterion values for these models were all extremely
high, ranging from 97.0% to 98.7%, which indicates good linear
relations for all predictive models. However, other evaluation
statistics show that some of the models do not predict well for the
database we used in this study.
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TABLE 3
Evaluation and Bland-Altman statistics for total body water (TBW) and fat-free mass (FFM) predictive models1

Error2 Percentage error Loss of
Reference Correlation SEE Mean Lower limit Upper limit Mean Lower limit Upper limit precision3

TBW
Davies et al (4) 97.0 15.8 �3.088 �7.879 1.704 �12.4 �28.1 3.3 6.3
Fjeld et al (5) 97.7 62.0 �14.30 �26.03 �2.559 �56.6 �63.6 �49.7 38.0
Gregory et al (6) 97.0 18.3 �3.663 �8.993 1.667 13.9 �29.0 1.2 7.8
Davies and Gregory (7) 97.0 16.3 �3.204 �8.168 1.760 �12.5 �27.8 2.9 6.8
Danford et al (8) 97.7 10.3 �1.215 �5.647 3.217 �3.5 �19.2 12.3 5.4
Kushner et al (9)

Equation a 97.0 11.0 0.991 �4.028 6.011 4.1 �14.4 22.5 7.0
Equation b 97.5 8.9 0.301 �4.031 4.633 1.5 �15.1 18.0 5.2

FFM
Cordain et al (10) 98.5 10.6 2.670 �2.250 7.589 10.7 �9.4 30.8 3.5
Deurenberg et al (11) 98.2 9.1 �1.629 �6.862 3.605 �6.0 �21.3 9.3 4.0
Deurenberg et al (12) 97.3 9.5 �1.009 �7.163 5.145 �3.7 �20.8 13.5 5.5
Houtkooper et al (13) 98.1 8.2 1.031 �4.154 6.216 3.3 �10.6 17.2 3.9
Goran et al (14) 98.6 7.1 �1.002 �5.376 3.371 �3.4 �15.9 9.0 2.8
Schaefer et al (15) 98.7 10.7 �2.643 �7.708 2.422 �7.0 �17.8 3.8 3.7

1 x– error and lower and upper limits for error are in liters for TBW and in kg for FFM; correlation, percentage error, SEE, and loss of precision are
percentages.

2 Error = predicted � observed.
3 Loss of precision = (variance of prediction error)/(variance of criterion value).

Most significantly, the mean percentage prediction error for
TBW ranged from 1.5% to �56.6%, which indicates that some
models had a large downward bias in our study population. The
SEE also varied substantially, ranging from 8.9% to 62.0%.

The models for FFM were more consistent, with relatively low
SEEs for all models. However, the mean percentage error ranged
from �7.0% to 10.7%, which indicates considerable bias in some
equations.

The loss of precision, shown in the last column of Table 3, meas-
ures the increase in sample size required to compensate for the use
of a predicted value rather than the criterion measure in an experi-
mental or epidemiological study (36). These values ranged from
5.2% to 38.0% for TBW, which indicates that an increase in sam-
ple size would be modest for equation b of Kushner et al (9) but
substantial for the equation of Fjeld et al (5). Most of the models
for FFM had minimal loss of precision, ranging from 2.8% to 5.5%.

Selection of “best” models

We chose as the “best” models for predicting TBW and FFM
those that maximized correlation while minimizing SEE, mean
percentage error (in absolute value), the range between upper and
lower limits of agreement for error and percentage error, and loss
of precision. By these criteria, equation b of Kushner et al (9) was
chosen as the best model for TBW. The equation of Goran et al
(14) was chosen as the best model for FFM.

Refining the best models

Using the predictor variables in these equations, we estimated new
model coefficients by using least-squares regression based on the study
population shown in Table 1. We obtained the following equations:

TBW = 0.725 + 0.475H2/R + 0.140W (2)

and

FFM = [3.474 + 0.459 H2/R + 0.064W ]
/[0.769 � 0.009A � 0.016S] (3)

where H is height (cm), W is weight (kg), A is age (y), and S is
sex: 1 for males and 0 for females. The r2 values for these models
were 0.955 and 0.997, respectively.

The evaluation statistics for the refitted models for TBW
and FFM, both for the overall study population and for
important demographic subgroups, are given in Tables 4
and 5. For TBW, the mean error was ± 0.001 L, which indi-
cates virtually no bias with the use of predicted rather than
criterion values for the overall study population. The lower
and upper limits of agreement were �4.063 to 4.065 L,
which means that 95% of persons could be expected to have
predicted and criterion values that agree to within 4.065 L.
As a percentage of the criterion value, the overall 95% lim-
its of agreement were �16%. The overall minimum and max-
imum percentage errors for TBW were �0.293 and 0.254 for
our data, whereas the SD of the percentage errors was 0.080
(data not shown).

These limits of agreement were fairly consistent across a
diverse array of subgroups defined by sex, age, race or ethnicity,
and Tanner stage. Similarly, the bias (as measured by mean per-
centage error) was relatively small for individual subgroups, on
the order of 1–2%, except for subjects who were infected with
HIV. In that subgroup, predicted values were on average 4.5%
lower than the observed criterion measures. The significance val-
ues indicate significant bias in the prediction errors for persons
who have HIV infection or are African American, 16–18 y old, or
classified as Tanner stage 1.

For FFM, the mean error was 0.007 kg, which also indicates
virtually no bias for predicted rather than criterion values for the
overall study population. The lower and upper limits of agreement
for FFM were �3.949 to 3.962 kg, which means that 95% of sub-
jects could be expected to have predicted and criterion values that
agree to within �4.0 kg. As a percentage of the criterion value,
the 95% limits of agreement were 11%, which is substantially bet-
ter than the limits for TBW. The overall minimum and maximum
percentage errors for FFM were �0.299 and 0.224 for our data,

 by guest on M
ay 29, 2013

ajcn.nutrition.org
D

ow
nloaded from

 

http://ajcn.nutrition.org/


PEDIATRIC BIA MODELS FOR TBW AND FFM 995

TABLE 4
Evaluation and Bland-Altman statistics for refitted total body water (TBW) model1

Error2 Percentage error Loss of
Analysis subgroup SEE Mean Lower limit Upper limit Mean Lower limit Upper limit P for error precision3

All subjects 8.3 0.001 �4.063 4.065 0.7 �15.0 16.3 0.9932 4.6
HIV-negative 8.2 0.029 �4.079 4.137 0.9 �14.7 16.5 0.6459 4.7
HIV-infected 97 �0.705 �3.086 1.677 �4.5 �19.2 10.1 0.0003 6.0
White 7.9 0.115 �3.732 3.963 0.8 �14.3 16.0 0.3318 4.4
African American 8.3 �0.382 �4.535 3.771 �0.8 �15.6 14.0 0.0028 3.9
Hispanic 7.9 0.030 �3.878 3.939 0.3 �15.5 16.1 0.8294 4.2
Asian 9.0 0.116 �4.167 4.400 1.7 �15.1 18.5 0.3379 5.4
Other 7.8 0.349 �3.363 4.062 1.8 �12.2 15.7 0.0822 5.0
Age (y)

4–8 8.3 0.170 �2.300 2.640 1.6 �14.8 18.0 0.0148 13.0
9–12 8.2 0.233 �3.444 3.910 1.5 �14.1 17.2 0.0121 11.2
13–15 7.8 �0.113 �5.089 4.862 �0.3 �15.2 14.6 0.4799 14.2
16–18 7.7 �0.699 �6.089 4.691 �1.5 �15.8 12.8 0.0009 12.4

Male 8.1 �0.064 �4.342 4.214 0.3 �14.6 15.1 0.4709 4.0
Female 8.5 0.069 �3.756 3.894 1.1 �15.4 17.5 0.4007 6.3
Tanner stage

1 8.7 0.242 �2.553 3.037 1.8 �14.6 18.3 0.0002 12.4
2 6.7 0.219 �2.871 3.310 1.1 �11.8 14.1 0.0714 10.2
3 8.4 �0.196 �5.138 4.746 �0.2 �16.9 16.4 0.2949 14.4
4 7.8 �0.314 �5.332 4.704 �0.6 �15.5 14.3 0.0945 12.1
5 7.6 �0.377 �5.838 5.083 �0.8 �15.4 13.8 0.097 14.3

1 x– error and lower and upper limits for error are in liters; percentage error, SEE, and loss of precision are percentages. All calculations in this table are
based on error estimates from cross-validation. Model uses equation b from Kushner et al (9).

2 Error = predicted � observed.
3 Loss of precision = (variance of prediction error)/(variance of criterion value).

whereas the SD of the percentage errors was 0.056 (data not
shown).

The degree of bias for predicted FFM was negligible for most
of the subgroups considered in the study. It was < 2% for all sub-
groups except those of children aged 4–8 y and of children
infected with HIV; in those subgroups, the percentage error aver-
aged 2.1% and 2.9%, respectively. The significance values in the
“P value for error” column show that there was significant bias
for several ethnic, age, and Tanner stage subgroups. (Because of
the large number of comparisons, P = 0.0366 for the HIV-infected
subgroup is not considered significant.)

For both TBW and FFM, the SEE values were relatively con-
stant across subgroups, which indicates that the prediction mod-
els work consistently well for the different subgroups. However,
there was an increased loss of precision in the age and Tanner
stage subgroups. This was due to the smaller variation in crite-
rion values for TBW and FFM within those subgroups (see the
SDs in Table 1); because this variation in the criterion values was
smaller, the relative loss of precision with the use of a predicted
value was greater.

The differences between predicted and criterion values plotted
against the mean of the predicted and criterion values are shown
in Figures 1 and 2. These plots show whether there is any rela-
tion between the prediction errors and the criterion values. The
presence of such a relation would mean that further model fitting
is in order. However, the horizontal slope of the plot indicates
there was little or no association between the 2 sets of values: as
the means of the predicted and criterion values increased, the
errors still had a mean of �0. The rank correlations for these fig-
ures were 8.9% (P = 0.002) and 4.4% (P = 0.121), respectively,
which confirms the lack of meaningful association between the
prediction errors and the size of the criterion value.

Further model development

To see if additional predictor variables would improve the equa-
tions, we considered using additional variables. Minimizing stan-
dard model-selection criteria, we developed the following model
for TBW:

TBW = 1.291 + 0.411H2/R + 0.139W + 0.166A
+ 0.632 (age 16) + 0.522 (age 17) 
+ 0.676 (HIV-infected) + 0.637 (African American) 
� 0.973 (Tanner stage 1) 
� 0.773 (Tanner stage 2) + 0.641 (male) (4)

As an example, to compute the estimated TBW for an HIV-
infected African American male who is 16 y old and classified as
Tanner stage 5, one would add (0.632 + 0.676 + 0.637 + 0.641) to
the result of first 4 terms to get the predicted TBW (in L).

The corresponding model for FFM is the equation

FFM = A/B (5)

where

A = 2.535 + 0.348H2/R + 0.089W + 0.285A
+ 0.231 (age 16) � 0.221 (age 17) 
� 0.500 (HIV-infected) + 0.643 (African American)
� 0.929 (Tanner stage 1) � 0.681 (Tanner stage 2) 
+ 0. 727 (male) (6)

and

B = 0.70 � 0.002H2/R + 0.0008W
+ 0.007A � 0.005 (age 14)
� 0.007 (age 15) � 0.016 (HIV-infected)
+ 0.005 (Tanner stage 3) (7)

By conventional statistical standards, these models show little
improvement over their much simpler counterparts discussed ear-
lier. As before, the r2 values were 0.959 and 0.997, respectively.
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TABLE 5
Evaluation and Bland-Altman statistics for refitted fat-free mass (FFM) model1

Error2 Percentage error Loss of
Analysis subgroup SEE Mean Lower limit Upper limit Mean Lower limit Upper limit P for error precision3

All subjects 5.8 0.007 �3.949 3.962 0.5 �10.4 11.4 0.908 2.3
HIV-negative 5.8 �0.007 �4.022 4.008 0.4 �10.5 11.2 0.9048 2.4
HIV-infected 5.9 0.321 �1.794 2.436 2.9 �9.2 15.0 0.0366 2.7
White 5.9 0.028 �3.887 3.943 0.4 �9.8 10.6 0.808 2.4
African American 6.0 �0.643 �4.682 3.396 �1.2 �12.5 10.2 < .0001 2.1
Hispanic 5.5 0.122 �3.639 3.883 0.9 �9.9 11.7 0.3511 1.9
Asian 5.9 0.397 �3.458 4.253 1.6 �9.2 12.4 0.0003 2.3
Other 5.6 0.380 �3.281 4.040 1.4 �8.8 11.6 0.0529 2.6
Age (y)

4–8 5.6 0.355 �1.861 2.572 2.1 �8.6 12.8 < .0001 7.3
9–12 5.6 �0.131 �3.619 3.356 �0.1 �10.6 10.5 0.1255 6.5
13–15 5.6 �0.505 �5.458 4.449 �1.1 �12.0 9.8 0.0012 7.5
16–18 5.4 0.382 �4.988 5.752 1.0 �9.7 11.7 0.0573 6.7

Male 5.8 0.033 �4.233 4.298 0.6 �10.2 11.5 0.7024 2.0
Female 5.9 �0.021 �3.618 3.575 0.4 �10.7 11.4 0.7748 3.3
Tanner stage

1 5.5 0.304 �2.098 2.705 1.7 �8.8 12.3 < .0001 5.5
2 5.3 �0.015 �3.409 3.378 0.1 �10.0 10.3 0.908 7.2
3 5.9 �0.310 �5.052 4.432 �0.8 �12.1 10.5 0.08 7.4
4 5.3 �0.191 �4.983 4.602 �0.4 �10.9 10.2 0.2704 6.5
5 5.7 �0.304 �6.035 5.427 �0.5 �12.0 11.0 0.1852 8.2

1 x– error and lower and upper limits for error are in kg; percentage error, SEE, and loss of precision are percentages. All calculations in this table are
based on error estimates from cross-validation. Model uses equation from Goran et al (14).

2 Error = predicted � observed.
3 Loss of precision = (variance of prediction error)/(variance of criterion value).

FIGURE 1. Difference between total body water (TBW) predicted by
a bioelectrical impedance analysis equation and that measured by deu-
terium dilution plotted against the average of the predicted and measured
values. n = 1170, aged 4–18 y.

Similarly, there was little effect on loss of precision, limits of
agreement, or extreme percentage errors. However, the full mod-
els had significant effects on bias, eliminating systemic bias in all
subgroups. This was shown by the reduction in mean percentage
error and by the nonsignificant P values for testing whether the
prediction errors differed from zero.

DISCUSSION

To our knowledge, this group of 1291 children and adolescents
is the largest and most varied pediatric reference population used
to assess BIA models for prediction of TBW and FFM. The unique
feature of this report is the detailed evaluation of the performance
of refitted BIA-based predictive equations for the entire study
group and for ethnic, age, pubertal stage, and disease subgroups.
The application of existing equations to population subgroups was
an area of particular concern to previous investigators (13–18).

BIA-based predictive equations have 2 potential applications:
in the evaluation of specific persons or as outcome variables in
population studies. The first application is relevant for individual
clinical evaluation, but is also used in health clubs and diet centers.
In the second application, predicted values are collected for epi-
demiologic studies or clinical trials: for example, the National
Health and Nutrition Evaluation Survey collects data on both
impedance and resistance in persons aged ≥ 12 y (42). Predictive
equations can be applied to these data to obtain body-composition
measures.

The results of this study have implications for both applica-
tions. The performance measures of both the simple and full (with
additional variables) refitted equations for the whole population
and by subgroup will allow investigators to consider the strengths
and limitations of BIA-based prediction of body composition.

Individual evaluation

The data presented in this study show wide 95% limits of
agreement between predicted and criterion values for TBW and
FFM that are fairly consistent across subgroups. Subgroup bias
was effectively eliminated when the full models were used, but
the limits of agreement did not change.

The limits of agreement observed in this study are not unlike
those previously reported for BIA in both pediatric and adult
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FIGURE 2. Difference between fat-free mass (FFM) predicted by a
bioelectrical impedance analysis equation and that measured by dual-
energy X-ray absorptiometry plotted against the average of the predicted
and measured values. n = 1247, aged 4–18 y. 

subjects (5, 10, 12, 13, 43, 44). The relevant question is whether
these limits of agreement are acceptable in clinical practice or
research. Body composition is a valuable measure for the investi-
gation of growth in children and adolescents. The limits of agree-
ment of ± 11% for BIA- predicted FFM indicate that only varia-
tion that is > 11% would be clearly identified by BIA, because
anything less could be due to prediction error alone. The limits of
agreement (± 11%) are equivalent to the SD for FFM in those aged
7–8 y, for example, which means that only differences > 1 SD
would be clearly identified (45–47) .

Further comparison of repeated individual measures with cri-
terion values may suggest that a person’s measurements have a
consistent relation to the criterion values. However, the observed
wide limits of agreement, even with refitted full models, support
the suggestions of previous investigators that BIA-based predic-
tions are not appropriate for the evaluation of body composition in
individual persons (5, 9, 10, 12, 15).

Population studies

In population studies, the limits of agreement are less impor-
tant than the loss of precision and the degree of bias due to pre-
diction error. The most relevant performance measure for research
applications is the loss of precision, which shows the increase in
sample size that is necessary to offset the error when predicted
rather than criterion measures are used. The more restricted the
proposed study group is with regard to age or Tanner stage, the
less the between-subject variability and the greater the loss of pre-
cision. For example, the sample size must be increased by 14.4%
for TBW (7.4% for FFM) for a study of children in Tanner
stage 3, but by only 4.6% (2.3% for FFM) for a study of the gen-
eral population of those aged 4–18 y.

The bias (mean percentage error) in predicted TBW and FFM
from the simple models was negligible overall, was present for
specific subgroups, and was effectively eliminated with the full
models. The negligible overall bias indicates that simple-model
BIA predictions can be used for studies involving the general pop-
ulation of those aged 4–18 y. However, the bias for some subgroups,

notably HIV-infected children, means that the full models are
more appropriate for use in studies involving subgroups.

The measure of systemic bias (mean percentage error) will also
help in the evaluation of the prediction equations for a specific
research project. The bias was low for most subgroups (< 2%), but
the degree and direction of each mean percentage error are impor-
tant if the proposed study compares predicted TBW or FFM
between subgroups for which the biases are at variance. Any dif-
ferences observed between the subgroups may be the result of bias
in measurement rather than actual differences. Therefore, even a
small bias may increase the likelihood of type 1 statistical errors,
particularly in studies of large populations. The use of the full
models eliminated the problem of bias for all subgroups. The use
of the full models requires the uniform collection of more vari-
ables, but the investigator’s choice of the simple or full model
should depend on the degree of bias anticipated from the specific
characteristics of the study population or the number of subjects.

Previous reports suggested that population-specific prediction
equations might be necessary (10–19). The information in this
report will allow investigators to determine whether the refitted
simple models or the full models are applicable to their study pop-
ulation or whether, in fact, population-specific equations are
required for their specific patient group (48).

Limitations

A limitation of this report is the cross-sectional design, which
meant that we could not compare the performance of serial BIA
predictions with serial criterion values in the same children.
Another limitation is that all BIA measurements were obtained by
4 cross-validated technicians in the same laboratory and under
consistent conditions. As noted by other investigators, the valid-
ity of generalizing these laboratory-based findings to field condi-
tions is undetermined (12, 15). A third limitation is that only one
group with a disease (HIV infection) was part of the study popu-
lation, so that an assessment of the loss of precision or of bias of
BIA predictions in children with other, more common pediatric
diseases is not available. Finally, as noted earlier, DXA is not the
ideal criterion for FFM measurement in children, although its ease
of performance in the laboratory allowed a broad range of persons
to participate in this project.

Conclusions

This comprehensive study of BIA models for predicting TBW and
FFM in a large pediatric population showed 1) an extremely high cor-
relation between predicted and observed criterion values for all mod-
els evaluated and 2) a lack of bias and an improved loss of precision
for predicted compared with observed values using the refitted mod-
els for TBW and FFM for the study population, but 3) persistence of
difference between predicted and criterion values even with refitted
models. Given the wide CIs in the error of estimating individual
results, the clinical applicability of a single BIA measurement is
uncertain, but BIA measurement is suitable for populations.

This report provides unique information about the correlation
and limits of agreement between BIA and criterion values, about
the size of a study population that is needed to compensate for
error when a prediction model is used, and about the prediction
bias expected for specific ethnic, age, Tanner stage, sex, and dis-
ease (HIV infection) subgroups. The equations were largely
derived and cross-validated in healthy children, so the precision
and accuracy may be lower in the presence of acute or chronic dis-
ease. This information is of particular value to pediatricians who
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must determine whether single-frequency BIA to predict TBW or
FFM is applicable to, or informative for, their clinical assessment
or investigative needs when more sophisticated or precise body-
composition techniques are not available. 

REFERENCES
1. Mueller WH, Kaplowitz HJ. The precision of anthropometric assess-

ment of body fat distribution in children. Ann Hum Biol 1994;21:
267–74.

2. Lukaski HC, Bolonchuck WW, Hall CB, Siders WA. Validation of
tetrapolar bioelectric impedance method to assess human body com-
position. J Appl Physiol 1986;60:1327–32.

3. Kushner RF. Bioelectrical impedance analysis: a review of principles
and application. J Am Coll Nutr 1992;11:199–209.

4. Davies PSW, Preece MA, Hicks CJ, et al. The prediction of total body
water using bioelectrical impedance in children and adolescents. Ann
Hum Biol 1988;15:237–40.

5. Fjeld CR, Freundt-Thurn J, Schoeller DA. Total body water measured
by 18O dilution and bioelectrical impedance in well and malnourished
children. Pediatr Res 1990;27:98–102.

6. Gregory JW, Greene SA, Scrimgeour CM, Rennie MJ. Body water
measurement in growth disorders: a comparison of bioelectrical
impedance and skinfold techniques with isotope dilution. Arch Dis
Child 1991;66:220–2.

7. Davies PSW, Gregory JW. Body water measurements in growth dis-
orders. Arch Dis Child 1991;66:1467 (letter).

8. Danford LC, Schoeller DA, Kushner RF. Comparison of two bio-
electrical impedance analysis models for total water measurement in
children. Ann Hum Biol 1992;19:603–7.

9. Kushner RF, Schoeller DA, Fjeld CR, Danford L. Is the impedance
index (ht2/R) significant in predicting total body water? Am J Clin
Nutr 1992;56:835–9.

10. Cordain L, Whicker RE, Johnson JE. Body composition determina-
tion in children using bioelectrical impedance. Growth Dev Aging
1988;52:37–40.

11. Deurenberg P, Kusters GSL, Smit HE. Assessment of body composi-
tion by bioelectrical impedance in children and young adults is
strongly age-dependent. Eur J Clin Nutr 1990;44:261–8.

12. Deurenberg P, van der Kooy K, Leenen R, Weststrate JA, Seidell JC.
Sex and age specific prediction formulas for estimating body com-
position from bioelectric impedance: a cross-validation study. Int J
Obes 1991;15:17–25.

13. Houtkooper LB, Going SB, Lohman TG, et al. Bioelectrical imped-
ance estimation of fat free body mass in children and youth: a cross
validation study. J Appl Physiol 1992;72:366–73.

14. Goran MI, Kaskoun MC, Carpenter WH, Poehlman ET, Ravussin E,
Fontvieille A-M. Estimating body composition of young children by
using bioelectrical resistance. J Appl Physiol 1993;75:1776–80.

15. Schaefer F, Georgi M, Zieger A, Scharer K. Usefulness of bioelectric
impedance and skinfold measurements in predicting fat-free mass
derived from total body potassium in children. Pediatr Res 1994;35:
617–24.

16. Kim HK, Tanaka K, Nakadomo F, Watanabe K. Fat-free mass in
Japanese boys predicted from bioelectrical impedance and anthropo-
metric variables. Eur J Clin Nutr 1994;48:482–9.

17. Reilly JJ, Wilson J, McColl JH, Carmichael M, Durnin JVGA.
Ability of bioelectric impedance to predict fat-free mass in prepu-
bertal children. Pediatr Res 1996;39:176–9.

18. Arpadi SM, Wang J, Cuff PA, et al. Application of bioimpedance
analysis for estimating body composition of prepubertal children
infected with human immunodeficiency virus type I. J Pediatr 1996;
129:755–7.

19. Reilly JJ, Fontana M. Estimation of body composition by bioelectrical

impedance in HIV-infected children. J Pediatr 1997;131:648–9
(letter).

20. Gower BA, Nagy TR, Goran MI. Visceral fat, insulin sensitivity, and
lipids in prepubertal children. Diabetes 1999;48:1515–21.

21. Ellis KJ, Abrams SA, Wong WW. Body composition of a young mul-
tiethnic female population. Am J Clin Nutr 1997;65:724–31.

22. Ellis KJ. Body composition of a young multiethnic male population.
Am J Clin Nutr 1997;66:1323–31.

23. Roemmich JN, Clark PA, Weltman A, Rogol AD. Alterations in
growth and body composition during puberty. I. Comparing multi-
compartment body composition models. J Appl Physiol 1997;83:
927–35.

24. Wells JCK, Fuller NJ, Dewit O, Fewtrell MS, Elia M, Cole TJ. Four-
compartment model of body composition in children: density and
hydration of fat-free mass and comparison with simpler models. Am
J Clin Nutr 1999;69:904–12.

25. 1994 revised classification system for human immunodeficiency virus
infection in children less than 13 years of age. MMWR Morb Mortal
Wkly Rep 1994;43:1–10.

26. Tanner JM. Growth and adolescence. 2nd ed. Oxford, United King-
dom: Blackwell, 1962.

27. Duke PM, Litt IF, Gross RT. Adolescents’ self-assessment of sexual
maturation. Pediatrics 1980;66:918–20.

28. Cheek DB, Mellits D, Elliot D. Body water, height, and weight dur-
ing growth in normal children. Am J Dis Child 1966;112:312–7.

29. Ma K, Kotler DP, Wang J, Thornton JC, Ma R, Pierson RN Jr. Relia-
bility of in vivo neutron activation analysis for measuring body com-
position: comparisons with tracer dilution and dual-energy x-ray
absorptiometry. J Lab Clin Med 1996;127:420–7.

30. Lukaski H, Johnson PE. A simple inexpensive method for determin-
ing total body water using a tracer dose of D2O and infrared absorp-
tion of biological fluids. Am J Clin Nutr 1985;41:363–70.

31. Mendez J, Procop E, Picon-Reategui E, Aders R, Buskirk ER. Total
body water by D2O dilution using saliva samples and gas chro-
matography. J Appl Physiol 1970;28:354–7.

32. Olson KE. Determination of total body water and its turnover rate.
Acta Chir Scand 1970;136:647–56.

33. Russell-Aulet M, Wang J, Thornton J, Pierson RN Jr. Comparison of
dual-photon absorptiometry systems for total-body bone and soft tis-
sue measurements: dual-energy x-rays versus gadolinium 153. J Bone
Miner Res 1991;6:411–5.

34. Mazess RB, Barden HS, Bisek JP, Hanson J. Dual-energy x-ray
absorptiometry for total-body and regional bone-mineral and soft-tis-
sue composition. Am J Clin Nutr 1990;51:1106–12.

35. Kushner RF, Schoeller DA. Estimation of total body water by
bioelectrical impedance analysis. Am J Clin Nutr 1986;44:
417–24.

36. Fleiss J. The design of clinical experiments. New York: John Wiley &
Sons, 1986:1–14.

37. Bland JM, Altman DG. Statistical methods for assessing agreement
between two methods of clinical measurement. Lancet 1986;1:
307–10.

38. Bland JM, Altman DG. Measuring agreement in method comparison
studies. Stat Methods Med Res 1999;8:135–60.

39. Lachenbruch P, Mickey M. Estimation of error rates in discriminant
analysis. Technometrics 1968;10:1–11.

40. Efron B. How biased is the apparent error rate of a prediction rule?
J Am Stat Assoc 1986;81:461–70.

41. Mallows CL. Some comments on Cp. Technometrics 1973;15:661–75.

42. National Center for Health Statistics. National Health and Nutrition
Evaluation Survey: body composition procedures manual.
Hyattsville, MD: National Center for Health Statistics, 2000.

43. Wang J, Thornton JC, Burastero S, Heymsfield SB, Pierson RN. Bio-
impedance analysis for estimation of total body potassium, total body

 by guest on M
ay 29, 2013

ajcn.nutrition.org
D

ow
nloaded from

 

http://ajcn.nutrition.org/


PEDIATRIC BIA MODELS FOR TBW AND FFM 999

water, and fat-free mass in white, black, and Asian adults. Am J Hum
Biol 1995;7:33–40.

44. Kotler DP, Burastero S, Wang J, Pierson RN. Prediction of body cell
mass, fat-free mass, and total body water with bioelectric impedance
analysis: effects of race/ethnicity, sex, and disease. Am J Clin Nutr
1996;64(suppl):489S–97S.

45. Fomon SJ, Haschke F, Ziegler EE, Nelson SE. Body composition of
reference children from birth to age 10 years. Am J Clin Nutr 1982;
35:1169–75.

46. Ruxton CHS, Reilly JJ, Kirk TR. Body composition of healthy 7- and

8-year-old children and a comparison with the ‘reference child’. Int
J Obes Relat Metab Disord 1999;23:1276–81.

47. 2000 CDC growth charts: United States. Atlanta: Centers for Dis-
ease Control and Prevention, National Center for Health Statistics,
2000. Internet: http://www.cdc.gov/growth charts/ (accessed 9 Sep-
tember 2002).

48. Bedogni G, Polito C, Severi S, et al. Altered body water distribution
in subjects with juvenile rheumatoid arthritis and its effects on the
measurement of water compartments from bioelectric impedance. Eur
J Clin Nutr 1996;50:335–9.

 by guest on M
ay 29, 2013

ajcn.nutrition.org
D

ow
nloaded from

 

View publication statsView publication stats

http://ajcn.nutrition.org/
https://www.researchgate.net/publication/11064821



