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Notice
Medicine is an ever-changing science. As new research and clinical experience 
broaden our knowledge, changes in treatment and drug therapy are required. 
The authors and the publisher of this work have checked with sources believed 
to be reliable in their efforts to provide information that is complete and gener-
ally in accord with the standards accepted at the time of publication. However, 
in view of the possibility of human error or changes in medical sciences, neither 
the authors nor the publisher nor any other party who has been involved in the 
preparation or publication of this work warrants that the information contained 
herein is in every respect accurate or complete, and they disclaim all responsibil-
ity for any errors or omissions or for the results obtained from use of the informa-
tion contained in this work. Readers are encouraged to confirm the information 
contained herein with other sources. For example and in particular, readers are 
advised to check the product information sheet included in the package of each 
drug they plan to administer to be certain that the information contained in this 
work is accurate and that changes have not been made in the recommended dose 
or in the contraindications for administration. This recommendation is of par-
ticular importance in connection with new or infrequently used drugs.
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Foreword
When I was attending school in wartime Britain, staples of  
the curriculum, along with cold baths, mathematics, boiled  
cabbage, and long cross-country runs, were Latin and French.  
It was obvious that Latin was a theoretical exercise—the Romans 
were dead, after all. However, although France was clearly vis-
ible just across the Channel, for years it was either occupied  
or inaccessible, so learning the French language seemed just 
as impractical and theoretical an exercise. It was unthinkable 
to me and my teachers that I would ever put it to practical  
use—that French was a language to be spoken.

This is the relationship too many practitioners have with 
the medical literature—clearly visible but utterly inaccessible. 
We recognize that practice should be based on discoveries 
announced in the medical journals. But we also recognize that 
every few years the literature doubles in size, and every year we  
seem to have less time to weigh it,1 so every day the task of tam-
ing the literature becomes more hopeless. The translation of 
those hundreds of thousands of articles into everyday practice 
appears to be an obscure task left to others, and as the literature 
becomes more inaccessible, so does the idea that the literature 
has any utility for a particular patient become more fanciful.

This book, now in its third edition, is intended to change 
all that. It is designed to make the clinician fluent in the lan-
guage of the medical literature in all its forms. To free the clini-
cian from practicing medicine by rote, by guesswork, and by 
their variably integrated experience. To put a stop to clinicians 
being ambushed by drug company representatives, or by their 
patients, telling them of new therapies the clinicians are unable 
to evaluate. To end their dependence on out-of-date authority. 
To enable the practitioner to work from the patient and use the 
literature as a tool to solve the patient’s problems. To provide 
the clinician access to what is relevant and the ability to assess 
its validity and whether it applies to a specific patient. In other 
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words, to put the clinician in charge of the single most powerful 
resource in medicine.

The Users’ Guides Series in JAMA

I have left it to Gordon Guyatt, MD, MSc, the moving force, 
principal editor, and most prolific coauthor of the Users’ Guides 
to the Medical Literature series in JAMA, to describe the history 
of this series and of this book in the accompanying preface. But 
where did JAMA come into this story?

In the late 1980s, at the invitation of my friend David 
Sackett, MD, I visited his department at McMaster University 
to discuss a venture with JAMA—a series that examined the 
evidence behind the clinical history and examination. After 
these discussions, a series of articles and systematic reviews 
was developed and, with the enthusiastic support of then JAMA 
Editor in Chief George Lundberg, MD, JAMA began publishing 
The Rational Clinical Examination series in 1992.2 By that time, 
I had formed an excellent working relationship with the brilliant 
group at McMaster. Like their leader, Sackett, they tended to be 
iconoclastic, expert at working together and forming alliances 
with new and talented workers, and intellectually exacting. Like 
their leader, they delivered on their promises.

So, when I heard that they were thinking of updating the 
wonderful little series of Readers’ Guides published in 1981 
in the Canadian Medical Association Journal (CMAJ), I took 
advantage of this working relationship to urge them to update 
and expand the series for JAMA. Together with Sackett, and first 
with Andy Oxman, MD, and then with Gordon Guyatt taking 
the lead (when Oxman left to take a position in Oslo), the Users’ 
Guides to the Medical Literature series was born. We began 
publishing articles in the series in JAMA in 1993.3

At the start, we thought we might have 8 or 10 articles, but 
the response from readers was so enthusiastic and the variety 
of types of article in the literature so great that ever since I have 
found myself receiving, sending for review, and editing new 
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articles for the series. Just before the first edition of this book 
was published in 2002, Gordon Guyatt and I closed this series at 
25, appearing as 33 separate journal articles.

The passage of years during the preparation of the original 
JAMA series and the publication of the first edition of this book 
had a particularly useful result. Some subjects that were scarcely 
discussed in the major medical journals in the early 1990s but 
that had burgeoned years later could receive the attention that 
had become their due. For instance, in 2000, JAMA published 
2 Users’ Guides4,5 on how readers should approach reports of 
qualitative research in health care. To take another example,  
systematic reviews and meta-analyses, given a huge boost by  
the activities of the Cochrane Collaboration, had become pro
minent features of the literature, and as Gordon Guyatt points 
out in his preface, the change in emphasis in the Users’ Guides to 
preappraised resources continues. 

The Book

From the start, readers kept urging us to put the series together as 
a book. That had been our intention right from the start, but each 
new article delayed its implementation. How fortunate! When 
the original Readers’ Guides appeared in the CMAJ in 1981, 
Gordon Guyatt’s phrase “evidence-based medicine” had never 
been coined, and only a tiny proportion of health care workers 
possessed computers. The Internet did not exist and electronic 
publication was only a dream. In 1992, the Web—for practical 
purposes—had scarcely been invented, the dot-com bubble had 
not appeared, let alone burst, and the health care professions were 
only beginning to become computer literate. But at the end of the 
1990s, when Guyatt and I approached my colleagues at JAMA 
with the idea of publishing not merely the standard printed book 
but also Web-based and CD-ROM formats of the book, they 
were immediately receptive. Putting the latter part into practice 
has been the notable achievement of Rob Hayward, MD, of the 
Centre for Health Evidence of the University of Alberta. 
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The science and art of evidence-based medicine, which 
this book does so much to reinforce, has developed remarkably 
during the past 25 years, and this is reflected in every page of 
this book. Encouraged by the immediate success of the first and 
second editions of the Users’ Guides to the Medical Literature, 
Gordon Guyatt and the Evidence-Based Medicine Working 
Group have once again brought each chapter up to date for this 
third edition. They have also added 6 completely new chapters: 
Evidence-based Medicine and the Theory of Knowledge, How to 
Use a Noninferiority Trial, How to Use an Article About Quality 
Improvement, How to Use an Article About Genetic Association, 
Understanding and Applying the Results of a Systematic Review 
and Meta-analysis, and Network Meta-analysis. Some of these 
chapters appear in the larger Manual version of this book.

An updated Web version of the Users’ Guides to the Medical 
Literature will accompany the new edition. As part of the online 
educational resource, JAMAevidence, the Users’ Guides to the 
Medical Literature online is intertwined with the online edi-
tion of The Rational Clinical Examination: Evidence-Based 
Clinical Diagnosis. Together they serve as the cornerstones of 
a comprehensive online educational resource for teaching and 
learning evidence-based medicine. Interactive calculators and 
worksheets provide practical complements to the content, and 
downloadable PowerPoint presentations serve as invaluable 
resources for instructors. Finally, podcast presentations bring 
the foremost minds behind evidence-based medicine to medi-
cal students, residents, and faculty around the world.

Once again, I thank Gordon Guyatt for being an inspired 
author, a master organizer, and a wonderful teacher, colleague, 
and friend. I know personally and greatly admire a good num-
ber of his colleagues in the Evidence-Based Medicine Working 
Group, but it would be invidious to name them, given the huge 
collective effort this has entailed. This is an enterprise that came 
about only because of the strenuous efforts of many individu-
als. On the JAMA side, I must thank Annette Flanagin, RN, 
MA, a wonderfully efficient, creative, and diplomatic colleague 
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at JAMA. All of this was coordinated and kept up to schedule 
by the energy and meticulous efficiency of Kate Pezalla, MA. 
My colleague, Edward Livingston, MD, a surgeon and a per-
ceptive critic, is taking over the Users’ Guides to the Medical 
Literature series at JAMA, and I am confident it will prosper in 
his hands. In addition, I acknowledge the efforts of our part-
ners at McGraw-Hill Education—James Shanahan, Scott Grillo, 
Michael Crumsho, and Robert Pancotti.

Finally, I thank my friends Cathy DeAngelis, MD, MPH, 
and her successor, Howard Bauchner, MD, MPH, former 
and current Editors in Chief of The JAMA Network, for their 
strong backing of me, my colleagues, and this project. Howard 
inherited this project. Once I found out that his immediate 
and enthusiastic acceptance of it was based on his regular use 
of early articles in the Users’ Guides series, any concern about 
its reception vanished. Indeed, Howard was the instigator of 
Evidence-based Medicine—An Oral History,2,3 a video series  
of personal views on the birth and early growth of evidence-
based medicine that has helped put the Users’ Guides into  
perspective. Howard’s infectious good spirits and sharp intel-
ligence bode well for further editions of this book.

Drummond Rennie, MD
University of California, San Francisco
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PREFace
Evidence-based medicine (EBM)—as a concept with that par-
ticular moniker—is now almost 25 years old. Looking back, 
periods of infancy, childhood, adolescence,1 and now a mature 
adulthood are evident.2 This third edition of the Users’ Guides 
to the Medical Literature firmly establishes the maturity of the 
EBM movement.

The first articulation of the world view that was to become 
EBM appeared in 1981 when a group of clinical epidemiologists 
at McMaster University, led by David Sackett, MD, published 
the first of a series of articles that advised clinicians on how to 
read clinical journals.3 Although a huge step forward, the series 
had its limitations. After teaching what they then called criti-
cal appraisal for a number of years, the group became increas-
ingly aware of both the necessity and the challenges of going 
beyond reading the literature in a browsing mode and instead 
using research studies to solve patient management problems 
on a day-to-day basis.

In 1990, I assumed the position of residency director of 
the Internal Medicine Program at McMaster. Through Dave 
Sackett’s leadership, critical appraisal had evolved into a philoso-
phy of medical practice based on knowledge and understanding 
of the medical literature supporting each clinical decision. We 
believed that this represented a fundamentally different style of 
practice and required a term that would capture this difference.

My mission as residency director was to train physicians 
who would practice this new approach to medicine. In the spring 
of 1990, I presented our plans for changing the program to the 
members of the Department of Medicine, many of whom were 
unsympathetic. The term suggested to describe the new approach 
was scientific medicine. Those already hostile were incensed at 
the implication that they had previously been “unscientific.” My 
second try at a name for our philosophy of medical practice, 
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evidence-based medicine, became extremely popular in a very 
short time. To use the current vernacular, it went viral.4

After that fateful Department of Medicine meeting at 
McMaster, the term EBM first appeared in the autumn of 1990 
in an information document for residents entering, or consider-
ing application to, the residency program. The relevant passage 
follows:

Residents are taught to develop an attitude of “enlightened scep-
ticism” towards the application of diagnostic, therapeutic, and 
prognostic technologies in their day-to-day management of 
patients. This approach . . . has been called “evidence-based medi-
cine.”  .  .  . The goal is to be aware of the evidence on which one’s 
practice is based, the soundness of the evidence, and the strength 
of inference the evidence permits. The strategy employed requires 
a clear delineation of the relevant question(s); a thorough search 
of the literature relating to the questions; a critical appraisal of the 
evidence and its applicability to the clinical situation; a balanced 
application of the conclusions to the clinical problem.

The first published appearance of the term was in the American 
College of Physicians’ Journal Club in 1991.5 Meanwhile, our 
group of enthusiastic evidence-based medical educators at 
McMaster were refining our practice and teaching of EBM. 
Believing that we were on to something important, we linked 
up with a larger group of academic physicians, largely from 
the United States, to form the first Evidence-Based Medicine 
Working Group and published an article in JAMA that defined 
and expanded on the description of EBM, labeling it as a  
“paradigm shift.”6

This working group then addressed the task of produc-
ing a new set of articles, the successor to the Readers’ Guides, 
to present a more practical approach to applying the medi-
cal literature to clinical practice. With the unflagging support 
and wise counsel of JAMA Deputy Editor Drummond Rennie, 
MD, the Evidence-Based Medicine Working Group created a 
25-part series called the Users’ Guides to the Medical Literature,  
published in JAMA between 1993 and 2000.7 The series continues 
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to be published in JAMA, with articles that address new con-
cepts and applications.

The first edition of the Users’ Guides to the Medical Literature 
was a direct descendant of the JAMA series. By the time of the 
book’s publication in 2002, EBM had already undergone its first 
fundamental evolution, the realization that evidence was never 
sufficient for clinical decision making. Rather, management 
decisions always involve trade-offs between desirable and unde-
sirable consequences and thus require value and preference 
judgments. Indeed, in the first edition of the Users’ Guide to the 
Medical Literature, the first principle of EBM was presented as 
Clinical Decision Making: Evidence Is Never Enough, joining 
the previously articulated principle of a hierarchy of evidence. 

It did not take long for people to realize that the principles 
of EBM were equally applicable for other health care work-
ers, including nurses, dentists, orthodontists, physiotherapists, 
occupational therapists, chiropractors, and podiatrists. Thus, 
terms such as evidence-based health care and evidence-based 
practice are appropriate to cover the full range of clinical appli-
cations of the evidence-based approach to patient care. Because 
our Users’ Guides are directed primarily at physicians, we have 
continued with the term EBM.

The second edition incorporated 2 new EBM develop-
ments in EBM thinking. First, we had realized that only a few 
clinicians would become skilled at critically appraising original 
journal articles and that preappraised evidence would be crucial 
for evidence-based clinical practice. Second, our knowledge of 
how best to ensure that clinical decisions were consistent with 
patient values and preferences was rudimentary and would 
require extensive study.

This third edition of the Users’ Guides to the Medical 
Literature builds on these realizations, most substantially in 
the revised guide to finding the evidence. The emphasis is now 
on preappraised resources and particularly on the successor 
to medical texts: electronic publications that produce updated 



evidence summaries as the data appear and provide evidence-
based recommendations for practice.  

Awareness of the importance of preappraised evidence and 
evidence-based recommendations is reflected in other changes 
in the third edition. We have added a fundamental principle to 
the hierarchy of evidence and the necessity for value and prefer-
ence judgments: that optimal clinical decision making requires 
systematic summaries of the best available evidence.  

This principle has led to a fundamental revision of the Users’ 
Guide to systematic reviews, which now explicitly includes the 
meta-analyses and acknowledges 2 core considerations. The first 
is how well the systematic review and meta-analysis were con-
ducted. The second, inspired by the contributions of the GRADE 
(Grading of Recommendations Assessment, Development and 
Evaluation) Working Group,8 demands an assessment of the 
confidence that one can place in the estimates of effect emerg-
ing from the review and meta-analysis. However well done the 
review, if the primary evidence on which it is based warrants 
little confidence, inferences from the review will inevitably be 
very limited.   

The third edition of the Users’ Guides to the Medical Literature 
incorporates the lessons we have learned in more than 20 years of 
teaching the concepts of EBM to students with a wide variety of 
backgrounds, prior preparation, clinical interest, and geographic 
location. Indeed, among our many blessings is the opportu-
nity to travel the world, helping to teach at EBM workshops. 
Participating in workshops in Thailand, Saudi Arabia, Egypt, 
Pakistan, Oman, Kuwait, Singapore, the Philippines, Japan, 
India, Peru, Chile, Brazil, Germany, Spain, France, Belgium, 
Norway, the United States, Canada, and Switzerland—the list 
goes on—provides us with an opportunity to try out and refine 
our teaching approaches with students who have a tremendous 
heterogeneity of backgrounds and perspectives. At each of these 
workshops, the local EBM teachers share their own experiences, 
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struggles, accomplishments, and EBM teaching tips that we can 
add to our repertoire.

We are grateful for the extraordinary privilege of sharing, 
in the form of the third edition of Users’ Guides to the Medical 
Literature, what we have learned.

Gordon Guyatt, MD, MSc
McMaster University
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2    Users’ Guides to the Medical Literature

The objective of this book is to help you make efficient use of the  
published literature in guiding your patient care. What does  
the published literature comprise? Our definition is broad. You 
may find evidencea in a wide variety of sources, including origi-
nal journal articles, reviews and synopses of primary studies, clin-
ical practice guidelines, and traditional and innovative medical 
textbooks. Increasingly, clinicians can most easily access many 
of these sources through the Internet. 

The Structure of the USERS’  
GuIDES TO THE MEDICAL LITERATuRE:  
The Foundations 

This book is not like a novel that you read from beginning to 
end. Indeed, the Users’ Guides are designed so that each part is 
largely self-contained. Thus, we anticipate that clinicians may be 
selective in their reading of the core content chapters and will 
certainly be selective when they move beyond the essentials. 
On the first reading, you may choose only a few advanced areas 
that interest you. If, as you use the medical literature, you find 
the need to expand your understanding of, for instance, studies 
addressing screening tests or the use of surrogate outcomes, you 
can consult the relevant chapters to familiarize or reacquaint 
yourself with the issues. You may also find the glossary a useful 
reminder of the formal definitions of terms used herein. Finally, 
we rely heavily on examples to make our points. You will find 
examples identified by their blue background.

The Essentials version of this book comprises 18 chapters in 7 
sections: The Foundations, Therapy, Harm, Diagnosis, Prognosis, 
Summarizing the Evidence, and Moving From Evidence to 
Action (Box 1-1). A larger Manual version of this book includes 
additional chapters in each section.

aThe italicization, here and in every other chapter, represents the first occurrence 
in the chapter of a word defined in the glossary.
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The first section of this book introduces the foundations of 
evidence-based practice. Two chapters in this section, What Is 
Evidence-Based Medicine? and Evidence-Based Medicine and 
the Theory of Knowledge, present the 3 guiding principles of 
evidence-based medicine (EBM), and place EBM in the context 
of a humanistic approach to medical practice. The subsequent 
chapters in this section deal with defining your clinical ques-
tion, locating the best evidence to address that question, and 
distinguishing bias from random error (a key principle of criti-
cal appraisal).

Clinicians are primarily interested in making accurate 
diagnoses and selecting optimal treatments for their patients. 
They also must avoid exposing patients to harm and offer 
patients prognostic information. Thus, chapters in 4 sections 
of this book (Therapy, Harm, Diagnosis, and Prognosis) begin 
by outlining what every medical student, intern and resident, 
and practicing physician and other clinicians will need to know 
to use articles that present primary data that address these  
4 principal issues in providing patient care.

Increasingly, we have become aware that individual studies 
are often unrepresentative of all relevant studies (ie, showing larger 
or smaller treatment effects than pooled estimates of all relevant 

Box 1-1

Sections of This Book
The Foundations

Therapy

Harm

Diagnosis

Prognosis

Summarizing the Evidence

Moving From Evidence to Action



4    Users’ Guides to the Medical Literature

studies), imprecise, or limited in their applicability—so much so 
that, since the previous edition of this book, we have added the 
need for systematic summaries of all relevant studies as a core 
principle of EBM. This has major implications for clinicians look-
ing to use the literature to provide optimal patient care. Efficient 
and optimally effective evidence-based practice dictates bypassing 
the critical assessment of primary studies and, if they are available, 
moving straight to the evaluation of rigorous systematic reviews. 
Even more efficient than using a systematic review is moving 
directly to an evidence-based recommendation. Ideally, manage-
ment recommendations—summarized in clinical practice guide-
lines or decision analyses—will incorporate the best evidence and 
make explicit the value judgments used in moving from evidence 
to recommendations for action. Unfortunately, many clinical 
practice guidelines sometimes provide recommendations that are 
inconsistent with the best evidence or with typical patient values 
and preferences. The last 2 sections of the book, Summarizing the 
Evidence and Moving From Evidence to Action, provide clinicians 
with guides for using systematic reviews (with and without meta-
analyses) and recommendations to optimize their patient care.

Our approach to addressing diagnosis, therapy, harm, and 
prognosis begins when the clinician faces a clinical question 
(Figure 1-1). Having identified the problem, the clinician then 
formulates a structured clinical question (the “Ask,” Figure 1-1) 
(see Chapter 3, What Is the Question?) and continues with find-
ing the best relevant evidence (the “Acquire,” Figure 1-1) (see 
Chapter 4, Finding Current Best Evidence). 

Many chapters of this book include an example of a search 
for the best evidence. These searches were accurate at the time 
they were done, but you are unlikely to get exactly the same 
results if you replicate the searches now. The reasons for this 
include additions to the literature and occasional structural 
changes in databases. Thus, you should view the searches as 
illustrations of searching principles, rather than as currently 
definitive searches that address the clinical question. Having 
identified the best evidence, the clinician then proceeds 
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through the next 3 steps in evaluating that evidence: appraisal, 
considering how to apply the results, and acting (Figure 1-1). 
The appraisal includes 2 questions, “How serious is the risk of 
bias?” and “What are the results?” The first question, “How 
serious is the risk of bias?” deals with the extent to which the 
results represent an unbiased estimate of the truth. In the first  
2 editions of this book, we referred to risk of bias as validity 
and used the question, “Are the results valid?” We have made 
this change because “risk of bias” is a more explicit and trans-
parent term. In Chapter 7, How to Use a Noninferiority Trial, 
limitations of study design related to these topics include issues 
beyond risk of bias. Therefore, in Chapter 7, we continue to use 
the term validity and the question “Are the results valid?” to 
capture the risk of bias and these additional issues.

The second question in the appraisal step is, “What are the 
results?” For issues of therapy or harm, this will involve assessing 
the magnitude and precision of the impact of the intervention  
(a treatment or possible harmful exposure) (see Chapter 6,  

Figure 1-1 

Using the Medical Literature to Provide Optimal Patient Care

Apply

Appraise

Acquire

Ask Act

Patient
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Therapy [Randomized Trials]; Chapter 7, How to Use a 
Noninferiority Trial; Chapter 8, Does Treatment Lower Risk? 
Understanding the Results; Chapter 9, Confidence Intervals: 
Was the Single Study or Meta-analysis Large Enough? and 
Chapter 10, Harm [Observational Studies]). For issues of diag-
nosis, this will involve generating pretest probabilities and then 
posttest probabilities on the basis of test results (see Chapter 11, 
The Process of Diagnosis, and Chapter 12, Diagnostic Tests). For 
issues of prognosis, this will involve determining the likelihood 
of events occurring over time and the precision of those esti-
mates (see Chapter 13, Prognosis).

Once we understand the results, we move to dealing with 
applicability (Figure 1-1) and ask ourselves the third question: 
“How can I apply these results to patient care?” This question 
has 2 parts. First, can you generalize (or, to put it another way, 
particularize) the results to your patient? For instance, your 
confidence in estimates of treatment effect decreases if your 
patient is too dissimilar from those who participated in the trial 
or trials. Second, what is the significance of the results for your 
patient? Have the investigators measured all patient-important 
outcomes? What is the tradeoff among the benefits, risks, and 
burdens of alternative management strategies?

Often, you will find a systematic review that, if it is done well 
and includes a meta-analysis (see Chapter 14, The Process of a 
Systematic Review and Meta-analysis), will have conducted the 
search and risk of bias appraisals and, further, summarized the 
results and suggested the confidence you can place in estimates 
(see Chapter 15, Understanding and Applying the Results of a 
Systematic Review and Meta-analysis). In addition, you often 
will find a recommendation that, if developed rigorously, is based 
on trustworthy systematic reviews of the evidence and explicitly 
considers patient values and preferences (see Chapter 17, How to 
Use a Patient Management Recommendation: Clinical Practice 
Guidelines and Decision Analyses) and provides guidance on 
the issue of applying the results to your patient. In our discus-
sions of systematic reviews and guidelines, we introduce the 
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GRADE (Grading of Recommendations Assessment, Development 
and Evaluation) approach to summarizing evidence and devel-
oping recommendations, an approach that we believe represents 
a major advance in EBM (see Chapter 15, Understanding and 
Applying the Results of a Systematic Review and Meta-analysis).

The final step in using the evidence is action (Figure 1-1). 
Often, this will involve shared decision making with your 
patients (see Chapter 18, Decision Making and the Patient), a 
key part of the EBM process.

We have kept the initial chapters of each part of this book 
simple and succinct. From an instructor’s point of view, these 
core chapters constitute a curriculum for a short course in 
using the literature for medical students, resident physicians, or 
students of other health professions. They also are appropriate 
for a continuing education program for practicing physicians 
and other clinicians.

Advanced Topics

Moving beyond the foundations, the advanced topics in this 
book will interest clinicians who want to practice EBM at a more 
sophisticated level. They are organized according to the core 
issues addressed in the sections on Therapy, Harm, Diagnosis, 
and Prognosis.

The presentations of advanced topics will deepen your 
understanding of study methods, statistical issues, and use of 
the numbers that emerge from medical research. We wrote the 
advanced chapters mindful of an additional audience: those 
who teach evidence-based practice. Many advanced entries 
read like guidelines for an interactive discussion with a group 
of learners in a tutorial or on the ward. That is natural enough 
because the material was generated in such small-group set-
tings. Indeed, the Evidence-Based Medicine Working Group 
has produced materials that specifically discuss the challenges 
that arise when these concepts are presented in small-group 
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settings, including a series of 5 articles published in the 
Canadian Medical Association Journal1 and another 5 articles in 
the Journal of General Internal Medicine.2 

Experience on the wards and in outpatient clinics, and with 
the first 2 editions of the Users’ Guides to the Medical Literature, 
has taught us that this approach is well suited to the needs of any 
clinician who is eager to achieve an evidence-based practice.

References
	 1.	 Wyer PC, Keitz S, Hatala R, et al. Tips for learning and teaching evidence-

based medicine: introduction to the series. CMAJ. 2004;171(4):347-348. 

	 2.	 Kennedy CC, Jaeschke R, Keitz S, et al; Evidence-Based Medicine Teaching 
Tips Working Group. Tips for teachers of evidence-based medicine: adjusting 
for prognostic imbalances (confounding variables) in studies on therapy or 
harm. J Gen Intern Med. 2008;23(3):337-343. 
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Evidence-based medicine (EBM) involves conscientiously work-
ing with patients to help them resolve (sometimes) or cope with 
(often) problems related to their physical, mental, and social health. 
The EBM approach necessitates awareness and understanding of 
clinical research evidence. For those involved in making health 
care decisions, EBM encompasses creating implementation strat-
egies to ensure practice evidence that is well grounded in best 
evidence research summaries.

At the core of EBM is a care and respect for patients who 
will suffer if clinicians fall prey to muddled clinical reason-
ing and to neglect or misunderstanding of research findings. 
Practitioners of EBM strive for a clear and comprehensive 
understanding of the evidence underlying their clinical care and 
work with each patient to ensure that chosen courses of action 
are in that patient’s best interest. Practicing EBM requires cli-
nicians to understand how uncertainty about clinical research 
evidence intersects with an individual patient’s predicament and 
preferences. In this chapter, we outline how EBM proposes to 
achieve these goals and, in so doing, define the nature of EBM.

Three Fundamental Principles of EBM

Conceptually, EBM involves 3 fundamental principles. First, 
optimal clinical decision making requires awareness of the best 
available evidence, which ideally will come from systematic 
summaries of that evidence. Second, EBM provides guidance 
to decide whether evidence is more or less trustworthy—that 
is, how confident can we be of the properties of diagnostic tests, 
of our patients’ prognosis, or of the impact of our therapeutic 
options? Third, evidence alone is never sufficient to make a clin-
ical decision. Decision makers must always trade off the benefits 
and risks, burden, and costs associated with alternative manage-
ment strategies and, in doing so, consider their patients’ unique 
predicament and values and preferences.1
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Best Evidence Summaries

In 1992, Antman et al2 published an article that compared the rec-
ommendations of experts for management of patients with myo-
cardial infarction to the evidence that was available at the time 
the recommendations were made. Figures 2-1 and 2-2 summarize 
their results in forest plots. Both are cumulative meta-analyses: the 
first of thrombolytic therapy for myocardial infarction and the sec-
ond for lidocaine antiarrhythmic therapy. In both cases, the line 
in the center represents an odds ratio of 1.0 (treatment is neither 
beneficial nor harmful). As in any forest plot, the dots represent 
the best estimates of treatment effect (often from individual stud-
ies; in this case from the totality of accumulated evidence), and 
the associated lines represent the 95% confidence intervals (CIs).

The “Patients” column presents the total number of patients 
enrolled in all randomized clinical trials (RCTs) conducted to the 
date specified in the “Year” column—the reason we call it a cumu-
lative meta-analysis. In both figures, early on, with relatively few 
patients, the CIs are wide, but they progressively narrow as new 
trials were reported.

For the thrombolytic example, by 10 trials and approximately 
2500 patients, it appears that thrombolytic therapy reduces mor-
tality, but the CIs are still wide enough to permit residual uncer-
tainty. By 30 trials and more than 6000 patients, the reduction in 
odds of death of approximately 25% seems secure.

Despite this apparently definitive result, additional trials that 
enrolled 40 000 patients—half of whom did not receive the ben-
efits of life-prolonging thrombolytic therapy—were conducted. 
Why was this necessary?

The right side of each figure, which presents the guid-
ance expressed in then-current reviews and textbooks as the 
data were accumulating, provides the answer to this question. 
Until approximately a decade after the answer was in, there was 
considerable disagreement among experts, with many recom-
mending against, or not mentioning, thrombolytic therapy. 
To the detriment of patients who did not receive thrombolytic 
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Figure 2-1 

Thrombolytic Therapy in Acute Myocardial Infarction

Abbreviations: CI, confidence interval; RCTs, randomized clinical trials.
This is a cumulative meta-analysis of thrombolytic therapy for myocardial infarction. The 
line down the center, the odds ratio, equals 1.0. The dots represent best estimates, and 
the lines around the dots are 95% CIs. The numbers on the left side of the figure are trials 
and patient totals across trials. 
Early on, the CIs are very wide. By 10 trials, it appears therapy reduces mortality, but 
the effect is still uncertain. By 30 trials, the effect seems secure. However, 40 000 more 
patients were enrolled after the answer was in. Why?
The right side of the figure displays current reviews and textbook recommendations  
as data accumulated. Recommendations are in favor (“Yes”), against (“No”), or “Not 
mentioned.” Two key points: (1) at the same time, experts disagreed, and (2) it took  
10 years for experts to catch up with evidence.
Reproduced from Antman et al.2

therapy during this period, it took a decade for the experts to 
catch up with the evidence.

Figure 2-2 tells a perhaps even more disturbing story. This 
cumulative meta-analysis reveals that there was never any RCT 
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evidence that suggested a lower mortality with prophylactic 
lidocaine after myocardial infarction—indeed, point estimates 
suggested an increase in death rate. Nevertheless, although we 
once again see widespread disagreement among the experts, 
most texts and reviews were recommending prophylactic lido-
caine during the 2 decades during which the RCT evidence was 
accumulating.

Why the expert disagreement, the lag behind the evidence, 
and the recommendations inconsistent with the evidence? These  
stories come from the era before systematic reviews and meta-
analyses were emerging in the late 1980s. If the evidence 

0.5 1 1.5 2

1970 2 304

1974 9 1451

1976 11 1686

1978 12 1986

1985 14 8412

1988 15 8745

9 1 1

8 0 2

5 0 2

8 0 3

14 4 6

4 2 1

Recommendations

Yes No
Not

mentioned

Favors treatment Favors placebo

Relative risk (CI)

Cumulative
Year No. RCTs Patients

Figure 2-2 

Prophylactic Lidocaine in Acute Myocardial Infarction

Abbreviations: CI, confidence interval; RCTs, randomized clinical trials. 

This figure shows a cumulative meta-analysis of the effect of prophylactic lidocaine 
in preventing death from myocardial infarction. In this case, there is never any  
evidence of benefit. Ultimately, harm is not proved, but there clearly is no benefit. 
Most experts, however, were recommending therapy despite RCT evidence.  
Also, as in Figure 2-1, there was a lot of disagreement among experts.

Reproduced from Antman et al.2
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summaries presented in the forest plots had been available to 
the experts, they would have grasped the benefits of thrombo-
lytic therapy far earlier than they did and abandoned prophylac-
tic lidocaine far earlier. Indeed, following EBM principles that 
limit reliance on biologic rationale and place far more emphasis 
on empirical evidence, the experts may never have started using 
lidocaine.

Rational clinical decisions require systematic summaries of 
the best available evidence. Without such summaries, clinicians—
expert or otherwise—will be unduly influenced by their own 
preconceptions and by unrepresentative and often lower-quality 
evidence. This, the first principle of EBM, immediately raises 
another question: “How does one recognize the best evidence?”

Guides to Confidence in Estimates 

Summaries of the best evidence for diagnosis, prognosis, or 
treatment present evidence, respectively, for how to interpret test 
results, predict patients’ likely fate, or understand the impact of 
alternative management strategies. Sometimes, such evidence is 
trustworthy—we have high confidence in estimates of test prop-
erties, patients’ prognosis, or treatment effects. At other times, 
limitations in evidence leave us uncertain. Evidence-based 
medicine provides guidance to distinguish between these situa-
tions and the range of confidence between them.

Historically, EBM answered the question, “What is the best 
evidence?” with hierarchies of evidence, the most prominent of 
which was the hierarchy related to evidence that supported thera-
peutic interventions (Figure 2-3). Issues of diagnosis or prognosis 
require different hierarchies. For studies of the accuracy of diag-
nostic tests, the top of the hierarchy includes studies that enrolled 
patients about whom clinicians had diagnostic uncertainty and 
that undertook a blind comparison between the candidate test 
and a criterion standard (see Chapter 12, Diagnostic Tests, and 
Chapter 13, Prognosis). For prognosis, prospective observational 
studies accurately documenting exposures and outcomes and 
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Because we would like to optimally individualize patient care, n-of-1 randomized clini-
cal trials are at the top of the hierarchy of study designs, followed by conventional ran-
domized trials. Next in the hierarchy are observational studies; we should try to find 
studies that focus on outcomes important to the patient. Next, if there are no clinical 
studies available, we may look at basic scientific research, although caution must be 
used in extrapolating the results to the clinical setting. Clinical experience is at the bot-
tom of the hierarchy, either your own or that of colleagues or experts. 

Figure 2-3 

Hierarchy of Evidence

Observational studies

Patient-important outcomes

Basic research

Laboratory, animal, human physiology

Clinical experience

N-of-1 clinical trial

Multiple-patient randomized trials

following up all patients during relevant periods would sit atop 
the hierarchy.

Returning to the hierarchy of therapy, noting the limitations 
of human intuition,3 EBM places the unsystematic observations 
of individual clinicians lowest on the hierarchy. Noting that pre-
dictions based on physiologic experiments are often right but 
sometimes disastrously wrong, EBM places such experiments 
at the next step up in the hierarchy. Observational studies 
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that measure the apparent impact on patient-important out-
comes and RCTs constitute the next 2 steps up the hierarchy of 
evidence.

All of the sources of evidence mentioned thus far involve 
generalizations from groups of patients to an individual, and 
all are limited in this regard. The same strategies that minimize 
bias in conventional therapeutic trials that involve multiple 
patients, however, can guard against misleading results in stud-
ies that involve single patients.4 In the n-of-1 RCT, a patient and 
clinician are blind to whether that patient is receiving active 
or placebo medication. The patient makes quantitative ratings 
of troublesome symptoms during each period, and the n-of-1 
RCT continues until both the patient and the clinician conclude 
that the patient is or is not obtaining benefit from the target 
intervention. An n-of-1 RCT can provide definitive evidence 
of treatment effectiveness in individual patients5,6 and is thus at 
the top of the evidence hierarchy. Unfortunately, n-of-1 RCTs 
are restricted to chronic conditions with treatments that act 
and cease acting quickly and are subject to considerable logistic 
challenges. We therefore must usually rely on studies of other 
patients to make inferences regarding our patient.

This hierarchy is far from absolute, and a more sophisticated 
framework has emerged for judging confidence in estimates 
of effect. Table 2-1 summarizes that framework, formulated 
by the GRADE (Grading of Recommendations Assessment, 
Development and Evaluation) Working Group, originally to 
provide an approach to the development of clinical practice 
guidelines.7,8 The GRADE approach involves rating our con-
fidence in estimates of the effects of health care interventions 
(also referred to as quality of evidence) as high, moderate, low, 
or very low. Consistent with the previous hierarchy approach, 
in the GRADE guidance, RCTs begin as high confidence and 
observational studies begin as low confidence. We lose con-
fidence in a body of RCT evidence, however, if studies have 
major problems in design and execution (risk of bias); results 
are imprecise, inconsistent, or indirect (eg, the population of 
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interest differs from the population studied); or we have a high 
suspicion of publication bias (see Chapter 15, Understanding 
and Applying the Results of a Systematic Review and Meta-
analysis). When a body of RCT evidence suffers from a number 
of these limitations, the confidence in estimates may be low or 
even very low. 

Similarly, if treatment effects are sufficiently large and con-
sistent, the GRADE approach allows for moderate or even high  
confidence ratings from carefully conducted observational studies. 

Table 2-1

Confidence Assessment Criteria8

Study Design Confidence 
in Estimates

Lower Ifa Higher Ifa

Randomized 
trial

High

Risk of bias

–1 Serious

–2 Very serious

Large effect

+1 Large

+2 Very large

Dose response

+1 Evidence of 
a gradient

Moderate

Inconsistency

–1 Serious

–2 Very serious

Observational 
study

Low

Indirectness

–1 Serious

–2 Very serious

Very low

Imprecision

–1 Serious

–2 Very serious

Publication bias

–1 Likely

–2 Very likely
aMinus and plus signs refer, respectively, to rating down and rating up confidence in 
estimates. The 1 refers to rating down or up by 1 level (eg, from high to moderate 
or moderate to high), and the 2 refers to rating down or up by 2 levels (eg, high to 
low or low to high).
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For example, observational studies have allowed extremely strong 
inferences about the efficacy of insulin in diabetic ketoacidosis 
or that of hip replacement in patients with debilitating hip 
osteoarthritis. 

The EBM approach implies a clear course of action for clini-
cians addressing patient problems. They should seek the highest- 
quality evidence available to guide their clinical decisions. This 
approach makes it clear that any claim that there is no evidence 
for the effect of a particular treatment is a non sequitur. The avail-
able evidence may warrant very low confidence—it may be the 
unsystematic observation of a single clinician or physiologic 
studies that point to mechanisms of action that are only indirectly 
related—but there is always evidence.

Evidence Is Never Enough to Drive  
Clinical Decision Making

First, picture a woman with chronic pain from terminal cancer. 
She has come to terms with her condition, resolved her affairs, 
said her good-byes, and wishes to receive only palliative care. 
She develops severe pneumococcal pneumonia. Evidence that 
antibiotic therapy reduces morbidity and mortality from pneu-
mococcal pneumonia warrants high confidence. This evidence 
does not, however, dictate that this patient should receive anti-
biotics. Her values—emerging from her comorbidities, social 
setting, and beliefs—are such that she would prefer to forgo 
treatment.

Now picture a second patient, an 85-year-old man with 
severe dementia who is mute and incontinent, is without fam-
ily or friends, and spends his days in apparent discomfort. This 
man develops pneumococcal pneumonia. Although many clini-
cians would argue that those responsible for his decision making 
should elect not to administer antibiotic therapy, others would 
suggest that they should. Again, evidence of treatment effec-
tiveness does not automatically imply that treatment should be 
administered.
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Finally, picture a third patient, a healthy 30-year-old mother 
of 2 children who develops pneumococcal pneumonia. No clini-
cian would doubt the wisdom of administering antibiotic therapy 
to this patient. This does not mean, however, that an underlying 
value judgment has been unnecessary. Rather, our values are suf-
ficiently concordant, and the benefits so overwhelm the risk of 
treatment that the underlying value judgment is unapparent.

By values and preferences, we mean the collection of goals, 
expectations, predispositions, and beliefs that individuals have 
for certain decisions and their potential outcomes. The explicit 
enumeration and balancing of benefits and risks that are central 
to EBM bring the underlying value judgments involved in mak-
ing management decisions into bold relief.

Acknowledging that values play a role in every important 
patient care decision highlights our limited understanding of 
how to ensure that decisions are consistent with individual and, 
where appropriate, societal values. As we discuss further in the 
final section of this chapter, developing efficient processes for 
helping patients and clinicians work together toward optimal 
decisions consistent with patient values and preferences remains 
a frontier for EBM. 

Next, we comment on additional skills that clinicians must 
master for optimal patient care and the relation of those skills 
to EBM.

Clinical Skills, Humanism, and EBM

In summarizing the skills and attributes necessary for evidence-
based practice, Box 2-1 highlights how EBM complements 
traditional aspects of clinical expertise. One of us, an intensive 
care specialist, developed a lesion on his lip shortly before an 
important presentation. He was concerned and, wondering 
whether he should take acyclovir, proceeded to spend the next 
30 minutes searching for and evaluating the highest-quality 
evidence. When he began to discuss his remaining uncertainty 
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with his partner, an experienced dentist, she cut short the dis-
cussion by exclaiming, “But, my dear, that isn’t herpes!”

This story illustrates the necessity of obtaining the correct 
diagnosis before seeking and applying research evidence regard-
ing optimal treatment. After making the diagnosis, the clinician 
relies on experience and background knowledge to define the 
relevant management options. Having identified those options, 
the clinician can search for, evaluate, and apply the best evi-
dence regarding patient management.

In applying evidence, clinicians rely on their expertise 
to define features that affect the applicability of the results to 
the individual patient. The clinician must judge the extent 
to which differences in treatment (for instance, local surgi-
cal expertise or the possibility of patient nonadherence) or 
patient characteristics (such as age, comorbidity, or the patient’s 

BOX 2-1

Knowledge and Skills Necessary for Optimal 
Evidence-Based Practice

•	 Diagnostic expertise

•	 In-depth background knowledge

•	 Effective searching skills

•	 Effective critical appraisal skills

•	 Ability to define and understand benefits and risks of alter- 

natives

•	 In-depth physiologic understanding that allows application of 

evidence to the individual

•	 Sensitivity and communication skills required for full under-

standing of patient context

•	 Ability to elicit and understand patient values and preferences 

and work with patients in shared decision making
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personal circumstances) may affect estimates of benefit and risk 
that come from the published literature.

We note that some of these skills—the sensitivity to the 
patient’s unique predicament and the communication skills nec-
essary for shared decision making—are often not typically asso-
ciated with EBM. We believe they are, in fact, at the core of EBM. 
Understanding the patient’s personal circumstances is of partic-
ular importance and requires advanced clinical skills, including 
listening skills and compassion. For some patients, incorporation 
of patient values for major decisions will mean a full enumera-
tion of the possible benefits, risks, and inconveniences associated 
with alternative management strategies. For some patients and 
problems, this discussion should involve the patient’s family. 
For other problems—the discussion of screening with prostate-
specific antigen with older male patients, for instance—attempts 
to involve family members might violate cultural norms.

Some patients are uncomfortable with an explicit discus-
sion of benefits and risk and object to clinicians placing what 
they perceive as excessive responsibility for decision making  
on their shoulders. In such cases, it is the physician’s responsi-
bility to develop insight to ensure that choices will be consistent 
with the patient’s values and preferences while remaining sensi-
tive to the patient’s preferred role in decision making. 

Additional Challenges for EBM

Busy clinicians—particularly those early in their development 
of the skills needed for evidence-based practice—will find that 
they often perceive time limitations as the biggest challenge to 
evidence-based practice. This perception may arise from hav-
ing inadequate access to various evidence-based resources. 
Fortunately, a tremendous array of sophisticated evidence-
based information is now available for clinicians working in 
high-income countries, and the pace of innovation remains 
extremely rapid (see Chapter 4, Finding Current Best Evidence). 
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Access to preprocessed information cannot, however, address 
other skills required for efficient evidence-based practice. These 
skills include formulating focused clinical questions, matching 
prioritized questions to the most appropriate resources, assessing 
confidence in estimates, and understanding how to apply results 
to clinical decision making. Although these skills take time to 
learn, the reward in terms of efficient and effective practice can 
more than compensate. 

Another challenge for evidence-based practice is ensuring 
that management strategies are consistent with patients’ values 
and preferences. In a time-constrained environment, how can 
we ensure that patients’ involvement in decision making has the 
form and extent that they desire and that the outcome reflects 
their needs and desires? Evidence-based medicine leaders are 
now making progress in addressing these challenges.9,10

This book deals primarily with decision making at the 
level of the individual patient. Evidence-based approaches can 
also inform health care policy making, day-to-day decisions in 
public health, and systems-level decisions, such as those fac-
ing hospital managers. In each of these areas, EBM can support 
the appropriate goal of gaining the greatest health benefit from 
limited resources.

In the policy arena, dealing with differing values poses even 
more challenges than in the arena of individual patient care. 
Should we restrict ourselves to alternative resource allocation 
within a fixed pool of health care resources, or should we con-
sider expanding health care services at the cost, for instance, of 
higher tax rates for individuals or corporations? How should we 
deal with the large body of observational studies that suggest that 
social and economic factors may have a larger influence on the 
health of populations than health care provision? How should 
we deal with the tension between what may be best for a person 
and what may be optimal for the society of which that person is a 
member? The debate about such issues is at the core of evidence-
based policy making in health care; it also has implications for 
decision making at the individual patient level.
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Three Ways to Use  
the Medical Literature

Consider a medical student, early in her training, seeing a 
patient with newly diagnosed type 2 diabetes mellitus. She will 
ask questions such as the following: “What is type 2 diabetes 
mellitus?” “Why does this patient have polyuria?” “Why does 
this patient have numbness and pain in his legs?” “What treat-
ment options are available?” These questions address normal 
human physiology and the pathophysiology associated with a 
medical condition.

Traditional medical textbooks, whether in print or online, 
that describe underlying pathophysiology or epidemiology of 
a disorder provide an excellent resource for addressing these 
background questions. In contrast, the sorts of foreground ques-
tions that experienced clinicians usually ask require different 
resources. Formulating a question is a critical and generally 
unappreciated skill for evidence-based practice. The following 
ways to use the medical literature provide opportunities to prac-
tice that skill. 

Staying Alert to Important New Evidence

A general internist is checking e-mails on a smartphone 
while riding public transit to work. While screening a weekly 
e-mail alert from EvidenceUpdates (http://plus.mcmaster.ca/
EvidenceUpdates, Figure 3-1), the internist sees an article titled, 
Cardiovascular Effects of Intensive Lifestyle Intervention in 
Type 2 Diabetes,1 recently published and rated by internist col-
leagues as newsworthy and highly relevant for practice. 

This internist is in the process of addressing a question 
that clinicians at all stages of training and career development 
are constantly posing: “What important new evidence should 
I know to optimally treat patients?” Clinicians traditionally 
addressed this question by attending rounds and conferences 

http://plus.mcmaster.ca/EvidenceUpdates
http://plus.mcmaster.ca/EvidenceUpdates
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and by subscribing to target medical journals in which articles 
relevant to their practice appear. They kept up-to-date by skim-
ming the table of contents and reading relevant articles. 

This traditional approach to what we might call the brows-
ing mode of using the medical literature has major limitations 
of inefficiency and its resulting frustration. Many screened 
articles may prove of little relevance or newsworthiness or fail 
to meet the critical appraisal criteria that are presented in this 
book. To make matters worse, the volume of research is mark-
edly increasing,2 and relevant studies appear in a large variety 
of journals.3 Evidence-based medicine offers solutions to these 
problems.

The most efficient strategy for ensuring you are aware of 
recent developments relevant to your practice is to subscribe 
to e-mail alerting systems, such as EvidenceUpdates, used by 
the internist in this example. This free service has research staff 
screening approximately 45 000 articles per year in more than 
125 clinical journals for methodologic quality and a worldwide 
panel of practicing physicians rating them for clinical relevance 
and newsworthiness.4 You can tailor alerting systems to your 
information needs (clinical disciplines and frequency of alerts) 

Figure 3-1

Example of E-mail Alert From EvidenceUpdates
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and identify the 20 to 50 articles per year that will influence 
your practice.5 Several other free or subscription-based alert-
ing systems are available, both for a wide scope of disciplines  
(eg, NEJM Journal Watch, http://www.jwatch.org) and for 
specific subspecialties (eg, OrthoEvidence, http://www.myortho 
evidence.com). 

An alternative to alerting systems are secondary evidence-
based journals. For example, in internal and general medicine, 
ACP Journal Club (http://acpjc.acponline.org) publishes synop-
ses of articles that meet criteria of both high clinical relevance 
and methodologic quality. We describe such secondary journals 
in more detail in Chapter 4, Finding Current Best Evidence. 
If you prefer browsing to receiving alerts, such preappraised 
sources of evidence may increase your efficiency.

Some specialties (primary care and mental health care) 
and subspecialties (cardiology, oncology, and obstetrics and 
gynecology) already have specialty-devoted secondary jour-
nals; others do not. The New York Academy of Medicine keeps 
a current list of available secondary journals in many health care 
disciplines (http://www.nyam.org/fellows-members/ebhc/eb_
publications.html). If your specialty does not yet have its own 
journal, you can apply your own relevance and methodologic 
screening criteria to articles in your target specialty or subspe-
cialty journals. When you have learned the skills, you will be 
surprised at the small proportion of studies to which you need 
attend and the efficiency with which you can identify them.

Problem Solving

Experienced clinicians managing a patient with type 2 diabe-
tes mellitus will ask questions such as “In patients with new-
onset type 2 diabetes mellitus, which clinical features or test 
results predict the development of diabetic complications?” “In 
patients with type 2 diabetes mellitus requiring drug therapy, 
does starting with metformin treatment yield improved dia-
betes control and reduce long-term complications better than 
other initial treatments?” Here, clinicians are defining specific 

http://www.jwatch.org
http://www.myorthoevidence.com
http://acpjc.acponline.org
http://www.nyam.org/fellows-members/ebhc/eb_publications.html
http://www.nyam.org/fellows-members/ebhc/eb_publications.html
http://www.myorthoevidence.com
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questions raised in caring for patients and then consulting the 
literature to resolve these questions.

Asking Background and Foreground Questions

One can think of the first set of questions, those of the medi-
cal student, as background questions and of the browsing and 
problem-solving sets as foreground questions. In most situ-
ations, you need to understand the background thoroughly 
before it makes sense to address foreground issues.

Experienced clinicians may occasionally require back-
ground information when a new condition or medical syndrome  
(eg, Middle East respiratory syndrome coronavirus), a new diag-
nostic test (eg, molecular diagnosis), or a new treatment modality  
(eg, dipeptidyl peptidase 4 inhibitors) appears in their clinical arena.

Figure 3-2 represents the evolution of the questions we ask 
as we progress from being novices posing background questions 
to experts posing foreground questions. This book explores 
how clinicians can use the medical literature to solve their fore-
ground questions.

Figure 3-2

Background and Foreground Questions

Novice Expert

Background
questions

Foreground
questions
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Clarifying Your Question

The Structure: Patients, Exposures, Outcome

Clinical questions often spring to mind in a form that makes find-
ing answers in the medical literature a challenge. Dissecting the 
question into its component parts to facilitate finding the best evi-
dence is a fundamental skill. One can divide questions of therapy 
or harm into 4 parts following the PICO framework: patients or 
population, intervention(s) or exposure(s), comparator, and out-
come (Box 3-1). For questions of prognosis, you can use 1 of 2 
alternative structures. One has only 3 elements: patients, exposure 
(time), and outcome. An alternative focuses on patient-related 
factors, such as age and sex, that can modify prognosis: patients, 
exposure (eg, older age or male), comparison (eg, younger age or 
female), and outcome. For diagnostic tests, the structure we sug-
gest is patients, exposure (test), and outcome (criterion standard ).6

Box 3-1

Framing Clinical Questions: PICO 
Patients or Population: Who are the relevant patients?

Intervention(s) or Exposure(s): For example, diagnostic tests, 

foods, drugs, surgical procedures, time, or risk factors. What are 

the management strategies we are interested in comparing or the 

potentially harmful exposures about which we are concerned? 

Comparator: For issues of therapy, prevention, or harm, there will 

always be both an experimental intervention or putative harmful 

exposure and a control, alternative, or comparison intervention.

outcome: What are the patient-relevant consequences of the 

exposures in which we are interested? We may also be interested 

in the consequences to society, including cost or resource use. It 

may also be important to specify the period of interest.
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Five Types of Foreground Clinical Questions

In addition to clarifying the population, intervention or expo-
sure, and outcome, it is productive to label the nature of the 
question that you are asking. There are 5 fundamental types of 
clinical questions:

	1.	 Therapy: determining the effect of interventions on patient-
important outcomes (symptoms, function, morbidity, mortality, 
and costs)

	2.	 Harm: ascertaining the effects of potentially harmful agents 
(including therapies from the first type of question) on 
patient-important outcomes

	3.	 Differential diagnosis: in patients with a particular clinical 
presentation, establishing the frequency of the underlying 
disorders

	4.	 Diagnosis: establishing the power of a test to differentiate 
between those with and without a target condition or disease

	5.	 Prognosis: estimating a patient’s future course

Finding a Suitably Designed Study  
for Your Question Type

You need to correctly identify the category of study because, to 
answer your question, you must find an appropriately designed 
study. If you look for a randomized trial to inform the properties 
of a diagnostic test, you will not find the answer you seek. We 
will now review the study designs associated with the 5 major 
types of questions.

To answer questions about a therapeutic issue, we seek stud-
ies in which a process analogous to flipping a coin determines 
participants’ receipt of an experimental treatment or a control or 
standard treatment: a randomized trial (see Chapter 6, Therapy 
[Randomized Trials]). Once investigators allocate participants  
to treatment or control groups, they follow them forward in 
time to determine whether they have, for instance, a stroke or 
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myocardial infarction—what we call the outcome of interest 
(Figure 3-3). When randomized trials are not available, we look 
to observational studies in which—rather than randomization—
clinician or patient preference, or happenstance, determines 
whether patients receive an intervention or alternative (see 
Chapter 5, Why Study Results Mislead: Bias and Random Error).

Ideally, we would also look to randomized trials to address 
issues of harm. For most potentially harmful exposures, how-
ever, randomly allocating patients is neither practical nor ethical. 
For instance, one cannot suggest to potential study participants 
that an investigator will decide by the flip of a coin whether or 
not they smoke during the next 20 years. For exposures such 
as smoking, the best one can do is identify observational stud-
ies (often subclassified as cohort or case-control studies) that 
provide less trustworthy evidence than randomized trials (see 
Chapter 10, Harm [Observational Studies]).

Figure 3-4 depicts a common observational study design 
in which patients with and without the exposures of interest are 
followed forward in time to determine whether they experience 
the outcome of interest. For smoking, an important outcome 
would likely be the development of cancer.

For sorting out differential diagnosis, we need a different 
study design (Figure 3-5). Here, investigators collect a group 
of patients with a similar presentation (eg, painless jaundice, 

Figure 3-3

Structure of Randomized Trials
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Outcome

Outcome

Treatment

Control



3: What Is the Question?    33

syncope, or headache), conduct an extensive battery of tests, and, 
if necessary, follow patients forward in time. Ultimately, for each 
patient the investigators hope to establish the underlying cause 
of the symptoms and signs with which the patient presented.

Establishing the performance of a diagnostic test (ie, the 
test’s properties or operating characteristics) requires a slightly 
different design (Figure 3-6). In diagnostic test studies, investi-
gators identify a group of patients among whom they suspect 
a disease or condition of interest exists (such as tuberculosis, 
lung cancer, or iron deficiency anemia), which we call the tar-
get condition. These patients undergo the new diagnostic test 
and a reference standard (also referred to as gold standard or 
criterion standard). Investigators evaluate the diagnostic test by 
comparing its classification of patients with that of the reference 
standard (Figure 3-6).

Figure 3-4

Structure of Observational Cohort Studies
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Outcome
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Figure 3-5

Structure of Studies of Differential Diagnosis

Clinical
presentation

Diagnostic
evaluation

Follow-up
Diagnoses



34    Users’ Guides to the Medical Literature

A final type of study examines a patient’s prognosis and may 
identify factors that modify that prognosis. Here, investigators 
identify patients who belong to a particular group (such as 
pregnant women, patients undergoing surgery, or patients with 
cancer) with or without factors that may modify their prognosis 
(such as age or comorbidity). The exposure here is time, and 
investigators follow up patients to determine whether they 
experience the target outcome, such as an adverse obstetric or 
neonatal event at the end of a pregnancy, a myocardial infarc-
tion after surgery, or survival in cancer (Figure 3-7).

Diagnostic
test

Gold
standard
test

Target
condition
present

Target
condition
absent

Patients
suspected of
having target 
condition

Figure 3-6

Structure of Studies of Diagnostic Test Properties

Figure 3-7

Structure of Studies of Prognosis
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Three Examples of Question Clarification

We will now provide examples of the transformation of unstruc-
tured clinical questions into the structured questions that 
facilitate the use of the medical literature.

Example 1: Diabetes and Target Blood Pressure

A 55-year-old white woman presents with type 2 diabetes 
mellitus and hypertension. Her glycemic control is excellent 
with metformin, and she has no history of complications. 
To manage her hypertension, she takes a small daily dose 
of a thiazide diuretic. During a 6-month period, her blood 
pressure is near 155/88 mm Hg.

Initial Question: When treating hypertension, at what 
target blood pressure should we aim?

Digging Deeper: One limitation of this formulation of 
the question is that it fails to specify the population in 
adequate detail. The benefits of tight control of blood 
pressure may differ among patients with diabetes vs those 
without diabetes, in type 1 vs type 2 diabetes, and among 
patients with and without diabetic complications.

The detail in which we specify the patient population 
is a double-edged sword. On the one hand, being very spe-
cific (middle-aged women with uncomplicated type 2 dia-
betes) will ensure that the answer we get is applicable to 
our patient. We may, however, fail to find any studies that 
restrict themselves to this population. The solution is to start 
with a specific patient population but be ready to remove 
specifications to find a relevant article. In this case, we may 
be ready to remove the “female,” “middle-aged,” “uncompli-
cated,” and “type 2,” in that order. If we suspect that the opti-
mal target blood pressure may be similar among patients 
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with and without diabetes, and if it proves absolutely neces-
sary, we might remove “diabetes” from the question. 

The order in which we remove the patient specifica-
tions depends on how likely it is that those characteristics 
will influence response to treatment. We suggest removing 
“female” first because we think it likely that optimal 
target blood pressure will be similar in men and women. 
Similarly, younger, middle-aged, and elderly individuals 
are likely to have the same optimal targets (although here 
we are not quite so sure). As our doubts about the same 
optimal targets across populations becomes progressively 
greater (uncomplicated vs complicated diabetes, type 1 
vs type 2, or patients with diabetes vs those without), we 
become increasingly reluctant to remove the particular 
patient characteristic from the question.

We may wish to specify that we are interested in the 
addition of a specific antihypertensive agent. Alternatively, 
the intervention of interest may be any antihypertensive 
treatment. Furthermore, a key part of the intervention 
will be the target for blood pressure control. For instance, 
we might be interested in knowing whether it makes any 
difference if our target diastolic blood pressure is less than 
80 mm Hg vs less than 90 mm Hg. Another limitation of 
the initial question formulation is that it fails to specify the 
criteria (the outcomes of interest) by which we will judge 
the appropriate target for our hypertensive treatment.

Improved (Searchable) Question: A Question About 
Therapy

•	 Patients: Patients with hypertension and type 2 dia-
betes without diabetic complications.

•	 Intervention/Exposure: Any antihypertensive agent 
that aims at a target diastolic blood pressure of 
90 mm Hg.
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•	 Comparator: Target diastolic blood pressure of 
80 mm Hg.

•	 Outcomes: Stroke, myocardial infarction, cardiovas-
cular death, and total mortality.

Example 2: Transient Loss of Consciousness

A previously well, although a heavy drinker, 55-year-old 
man presents to the emergency department with an epi-
sode of transient loss of consciousness. On the evening of 
presentation, he had his usual 5 beers and started to climb 
the stairs at bedtime. The next thing he remembers is being 
woken by his son, who found him lying near the bottom 
of the stairs. The patient took about a minute to regain 
consciousness and remained confused for another 2 min-
utes. His son did not witness any shaking, and there had 
not been any incontinence. Physical examination findings 
were unremarkable; the electrocardiogram revealed a 
sinus rhythm with a rate of 80/min and no abnormalities. 
Glucose, sodium, and other laboratory results were nor-
mal, and a blood alcohol test result was negative.

Initial Question: How extensively should I investigate 
this patient?

Digging Deeper: The initial question gives us little idea 
of where to look in the literature for an answer. As it turns 
out, there are a host of questions that could be helpful in 
choosing an optimal investigational strategy. We could, 
for instance, pose a question of differential diagnosis: If 
we knew the distribution of ultimate diagnoses in such 
patients, we could choose to investigate the more common 
and omit investigations targeted at remote possibilities.

Other information that would help us would be the 
properties of individual diagnostic tests. If an electroen-
cephalogram were extremely accurate for diagnosing a 
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seizure or a 24-hour Holter monitor for diagnosing arrhyth-
mia, we would be far more inclined to order these tests than 
if they missed patients with the underlying problems or 
falsely identified patients as not having the problems.

Alternatively, we could ask a question of prognosis. 
If patients had benign prognoses, we might be much less 
eager to investigate extensively than if patients tended to 
have poor outcomes. Finally, the ultimate answer to how 
intensively we should investigate might come from a ran-
domized trial in which patients similar to this man were 
allocated to more vs less intensive investigation.

Improved (Searchable) Questions: A Question About 
Differential Diagnosis

•	 Patients: Middle-aged patients presenting with tran-
sient loss of consciousness.

•	 Intervention/Exposure: Thorough investigation and 
follow-up for common and less common diagnoses.

•	 Comparator: Minimal investigation and follow-up.
•	 Outcomes: Frequency of underlying disorders, such 

as vasovagal syncope, seizure, arrhythmia, and tran-
sient ischemic attack.

A Question About Diagnosis

•	 Patients: Middle-aged patients presenting with tran-
sient loss of consciousness.

•	 Intervention/Exposure: Electroencephalogram.
•	 Outcomes: Reference standard investigation (probably 

long-term follow-up).

A Question About Prognosis

•	 Patients: Middle-aged patients presenting with tran-
sient loss of consciousness.
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•	 Exposure/Comparison: Time.
•	 Outcomes: Morbidity (complicated arrhythmias or 

seizures, strokes, or serious accidents) and mortality 
in the year after presentation.

A Question About Diagnostic Impact 
You can think of this also as a question of therapy; the 
principles of critical appraisal are the same.

•	 Patients: Middle-aged patients presenting with loss 
of consciousness.

•	 Intervention/Exposure: Comprehensive investigation.
•	 Comparator: Minimal investigation.
•	 Outcomes: Morbidity and mortality in the year after 

presentation.

Example 3: Squamous Cell Carcinoma

A 60-year-old man with a 40-pack-year smoking his-
tory presents with hemoptysis. A chest radiograph shows 
a parenchymal mass with a normal mediastinum, and 
a fine-needle aspiration and biopsy of the mass reveals 
non–small cell carcinoma. Aside from hemoptysis, the 
patient is asymptomatic, and the physical examination 
results are normal.

Initial Question: What investigations should we under-
take before deciding whether to offer this patient surgery?

Digging Deeper: The key defining features of this patient 
are his non–small cell carcinoma and the fact that his med-
ical history, physical examination, and chest radiograph 
indicate no evidence of intrathoracic or extrathoracic 
metastatic disease. Alternative investigational strategies 
address 2 issues: Does the patient have occult mediastinal 
disease, and does he have occult extrathoracic metastatic 
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disease? Investigational strategies for addressing the pos-
sibility of occult mediastinal disease include undertaking 
a mediastinoscopy or performing computed tomography 
(CT) of the chest and proceeding according to the results 
of this investigation. Investigational strategies for extratho-
racic disease include brain and abdominal CT and bone 
scanning. Positron emission tomography–CT (PET-CT) 
represents an alternative approach for both intrathoracic 
and extrathoracic disease.

What outcomes are we trying to influence in our 
choice of investigational approach? We would like to 
prolong the patient’s life, but the extent of his underlying 
tumor is likely to be the major determinant of survival, and 
our investigations cannot change that. We wish to detect 
occult mediastinal metastases if they are present because, 
if the cancer has spread, resectional surgery is unlikely to 
benefit the patient. Thus, in the presence of mediastinal 
metastatic disease, patients will usually receive palliative 
approaches and avoid an unnecessary thoracotomy.

We could frame our structured clinical question 
in 2 ways. One would be asking about the usefulness 
of the PET-CT scan for identifying metastatic disease. 
More definitive would be to ask a question of diagnostic 
impact, analogous to a therapy question: What investi-
gational strategy would yield superior patient-important 
outcomes?

Improved (Searchable) Questions: A Question About 
Diagnosis

•	 Patients: Newly diagnosed non–small cell lung cancer 
with no evidence of extrapulmonary metastases.

•	 Intervention: PET-CT scan of the chest.
•	 Outcome: Mediastinal spread at mediastinoscopy.
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A Question About Diagnostic Impact (Therapy)

•	 Patients: Newly diagnosed non–small cell lung can-
cer with no evidence of extrapulmonary metastases.

•	 Intervention: PET-CT.
•	 Comparator: Alternative diagnostic strategies.
•	 Outcome: Unnecessary thoracotomy.

Conclusion: Defining the Question

Constructing a searchable and answerable question that allows 
you to use the medical literature to solve problems is no simple 
matter. It requires a detailed understanding of the clinical issues 
involved in patient management. The 3 examples in this chap-
ter illustrate that each patient encounter may trigger a number 
of clinical questions and that you must give careful thought to 
what you really want to know. Bearing the structure of the ques-
tion in mind—patient or population, intervention or exposure, 
outcome, and, for therapy or harm questions, comparison—is 
helpful in arriving at an answerable question. Identifying the 
type of questions—therapy, harm, differential diagnosis, diag-
nosis, and prognosis—will not only ensure you choose the right 
question structure but also ensure that you are looking for a 
study with an appropriate design.

Careful definition of the question will provide another 
benefit: you will be less likely to be misled by a study that 
addresses a question related to that in which you are inter-
ested, but with 1 or more important differences. For instance, 
making sure that the study compares experimental treatment 
to current optimal care may highlight the limitations of tri-
als that use a placebo comparator rather than an alternative 
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active agent. Specifying that you are interested in patient-
important outcomes (such as long bone fractures) identifies 
the limitations of studies that focus on substitute or surrogate 
end points (such as bone density). Specifying that you are pri-
marily interested in avoiding progression to dialysis will make 
you appropriately wary of a composite end point of progression 
to dialysis or doubling of serum creatinine level. You will not 
reject such studies out of hand, but the careful definition of 
the question will help you to critically apply the results to your 
patient care.

A final crucial benefit from careful consideration of the 
question is that it sets the stage for efficient and effective litera-
ture searching to identify and retrieve the current best evidence 
(see Chapter 4, Finding Current Best Evidence). Specifying a 
structured question and identifying an appropriate study design 
to answer it will allow you to select and use searching resources 
efficiently and thus enhance your evidence-based practice.
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Introduction

Searching for Evidence: A Clinical Skill 

Searching for current best evidence in the medical literature has 
become a central skill in clinical practice.1,2 On average, clini-
cians have 5 to 8 questions about individual patients per daily 
shift3-5 and regularly use online evidence-based medicine (EBM) 
resources to answer them.6-9 Some now even consider that “the 
use of search engines is as essential as the stethoscope.”10

However, because of the increasing volume of new literature 
and speed of new research, finding useful evidence efficiently 
remains challenging. Approximately 2000 new articles are indexed 
in PubMed every day,10 and although few of them directly inform 
clinical practice, as many as 75 are randomized clinical trials and 
11 are systematic reviews.11 These numbers explain why searching 
in PubMed is not the most efficient way to look for evidence-
based answers. For example, when typing “stroke prevention in 
atrial fibrillation” in PubMed, you will see that current best evi-
dence is literally lost in an output of almost 4000 citations, with 
a mix of trials, reviews, guidelines, and editorials that are impos-
sible to screen for relevance during your daily practice.

Fortunately, numerous EBM resources now provide shorter 
and more efficient paths. These resources select, process, and 
organize the evidence; some, however, are more trustworthy 
than others. This chapter will help you navigate through existing 
EBM resources, distinguish the trustworthy from the less trust-
worthy, and maximize your chances of quickly finding answers 
based on current best evidence. 

Start by Clarifying the Question 

As we have seen in Chapter 3, What Is the Question? framing 
the question appropriately is an important prerequisite to any 
search. An initial distinction to make is whether you are ask-
ing a background question (eg, definition or pathophysiology 
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of a syndrome or mechanism of a treatment modality) or a 
foreground question (eg, targeted questions of therapy, harm, 
diagnosis, or prognosis that provide the evidentiary basis for 
decision making). Although some EBM resources also answer 
background questions, this chapter, and the Users’ Guides to the 
Medical Literature overall, focuses on efficiently finding answers 
to foreground questions. 

Foreground questions often arise in a form that does not facil-
itate finding an answer (see Chapter 3, What Is the Question?). A 
first step is to translate and structure the question into its compo-
nents, using the PICO framework, which accounts for the patient 
or population, the intervention or exposure, the comparator, 
and the outcomes (see Chapter 3, Box 3-1). When framing your 
question, remember to consider all patient-important outcomes. 
Doing so will guide you in selecting the body of evidence that 
adequately addresses your patient’s dilemma between benefits 
and harms that matter to your patient’s decision. 

Structuring the question will not only clarify what you are 
looking for but also help you formulate relevant search terms 
and combine them into search strategies, adapted to each type 
of EBM resource. We explore, toward the end of this chapter 
(see Translating a Question Into Search Terms), how the issues 
of question formulation and choice of search strategies become 
particularly crucial when evidence is harder to find using pre-
appraised resources and you need to search in larger databases, 
such as PubMed. Finally, clarifying your question will help 
you search for appropriate study designs (see Chapter 3, What 
Is the Question?) and select corresponding search filters (eg, 
Clinical Queries) to reduce the number of citations in search 
outputs and enhance your chances of finding the best relevant 
evidence.

Searching the Medical Literature Is Sometimes Futile

Consider the following clinical question: “In patients with 
pulmonary embolism, to what extent do those with pulmonary 
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infarction have a poorer health outcome than those without 
pulmonary infarction?”

Before beginning your search to answer this question, 
you should think about how investigators would differentiate 
between those with and without infarction. Because there is no 
definitive method, short of autopsy, to make this differentiation, 
our literature search is doomed before we begin.

This example illustrates that the medical literature will 
not help you when no feasible study design or measurement 
tools exist that investigators could use to resolve an issue. 
Your search also will be futile if no one has conducted and 
published the necessary study. Before embarking on a search, 
carefully consider whether the yield is likely to be worth the 
time expended.

How Evidence Is Processed and 
Organized Into EBM Resources

Evidence-based medicine resources are rapidly evolving and 
provide innovative solutions to deal with the production, sum-
mary, and appraisal of the evidence.1 Numerous EBM resources 
are currently available. To clearly see how to navigate across 
available resources, we offer 3 classification systems: (1) hier-
archy of evidence in primary studies, (2) level of processing of 
the evidence, and (3) categories of EBM resources (Figure 4-1). 
Together, these 3 classification systems describe the flow of evi-
dence from primary studies to existing EBM resources. 

Hierarchy of Evidence 

At the level of primary studies, our first classification relates to 
the hierarchy of evidence (Figure 4-1, left box). For each type 
of question, EBM suggests a hierarchy of research designs to 
minimize the risk of bias. For questions regarding therapy or 
harm, well-conducted randomized clinical trials are superior 
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Figure 4-1 
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to observational studies, which are superior to unsystematic 
clinical observations. Questions of diagnostic test properties, 
differential diagnosis, or prognosis require different hierar-
chies of study design (see Chapter 2, What Is Evidence-Based 
Medicine?). 

Furthermore, within each type of design, some studies 
provide evidence of higher quality than others. The ideal EBM 
resource should facilitate access to studies with the most appro-
priate design and lowest risk of bias.

Levels of Processing 

A second classification refers to the level of processing of the 
evidence (Figure 4-1, middle box). Primary studies can stand 
alone or be processed into systematic reviews. On the basis of 
clear eligibility criteria, authors of a systematic review conduct a 
comprehensive search for all primary studies, critically appraise 
their quality, and, when it is considered appropriate, provide 
a summary estimate of effects across studies. Well-conducted 
systematic reviews are far more useful than single primary stud-
ies because they represent the entire body of relevant evidence 
(see Chapter 14, The Process of a Systematic Review and Meta-
analysis). Searching for systematic reviews instead of primary 
studies will save you substantial time and effort.

A further level of processing is to move from evidence 
(ideally systematic reviews) to recommendations for practice, 
as in clinical practice guidelines (see Moving From Evidence to 
Action). Providing recommendations requires judging the rela-
tive desirability of alternative courses of action. Therefore, this 
level of processing requires looking at the entire body of evidence, 
integrating and appraising the evidence from systematic reviews 
for each patient-important outcome, taking into account patient 
values and preferences, and being mindful of resource consider-
ations. Decision analyses (see Chapter 17, How to Use a Patient 
Management Recommendation: Clinical Practice Guidelines 
and Decision Analyses) and health technology assessment  
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reports also may provide a similar level of processing of the 
evidence. As for primary studies, some guidelines are more 
trustworthy than others, and the ideal EBM resources should 
provide access to the more trustworthy ones. 

Pyramid of EBM Resources 

Although the 2 previous classifications—the hierarchy of 
evidence and level of processing—help you decide what type 
of evidence is likely to answer your question, they do not 
inform you of where to search for the evidence. For example, 
you may wonder where to search for high-quality systematic 
reviews. Should you start your search in the Cochrane Library, 
use review filters in PubMed, or look in the reference list of an 
online summary such as UpToDate? To make that choice, you 
need to understand how evidence is organized into a third clas-
sification: the pyramid of EBM resources (Figure 4-1, right box). 
From a practical perspective, resources can be viewed in 3 broad 
categories: summaries and guidelines, preappraised research, 
and nonpreappraised research.

Table 4-1 outlines these categories of EBM resources. Box 4-1 
and the subsequent paragraph provide a fuller description of each 
category with examples of resources. 

You can navigate efficiently across these different types 
of resources, as well as search all 3 categories simultaneously, 
using federated search engines, such as ACCESSSS (http://plus. 
mcmaster.ca/accessss), Trip (http://www.tripdatabase.com), Sum 
Search (http://sumsearch.org), or Epistemonikos (http://www.
epistemonikos.org). Before we describe these search engines in 
detail, we will look at general criteria that will help clinicians 
choose which EBM resources to select given their question and 
which to avoid.

To complement resources that help you answer clini-
cal questions, additional resources can link the evidence with 
your daily practice, such as clinical decision support systems15 
or context-specific access to online resources within electronic 

http://www.tripdatabase.com
http://sumsearch.org
http://www.epistemonikos.org
http://www.epistemonikos.org
http://plus.mcmaster.ca/accessss
http://plus.mcmaster.ca/accessss
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(Continued)

TABLE 4-1

Categories of EBM Resources

Category Layersa Description Examples

Summaries and 
guidelines

Online summary 
resources

Databases of clinical 
practice guidelines

Summary of the body of evidence at a 
topic-level (not limited to a question, 
intervention, or outcome)

Often with actionable recommenda-
tions for clinical decision making

Regularly updated

UpToDate 
DynaMed
Clinical Evidence 
Best Practice

US National Guidelines 
Clearinghouse

Preappraised 
research

Synopses of 
systematic reviews

Systematic reviews

Synopses of studies

Structured abstracts or 1-page sum-
maries of selected systematic reviews 
or studies

Various degrees of preappraisal

–	Selection according to methodologic 
criteria

–	Clinicians’ ratings

–	Clinicians’ comments

–	Experts’ structured appraisal

Continuously updated

Source of evidence alerts

 
 

ACP Journal Club

McMaster PLUS

 
DARE 
Cochrane

Evidence Updates
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Category Layersa Description Examples

Nonpreappraised 
research

Filtered studies

 
 
Unfiltered studies

All primary studies with no preappraisal 
 

Automatic filtering of databases for 
specific study designs or clinical 
content

PubMed (MEDLINE) 
CINAHL 
CENTRAL

Filters:  
Clinical Queries in 
PubMed

Federated 
searches

All layers of 
resources searched 
at once

Search engines that retrieve evidence 
from summaries and preappraised and 
nonpreappraised research, and orga-
nize the results accordingly

ACCESSSS 
Trip 
SumSearch

Epistimonikos

Abbreviations: ACCESSSS, ACCess to Evidence-based Summaries, Synopses, Systematic Reviews and Studies; CENTRAL, Cochrane 
Central Register of Controlled Trials; CINAHL, Cumulative Index to Nursing and Allied Health Literature; DARE, Database of Abstracts of 
Reviews of Effects.
aThese layers correspond to the 6-S pyramid from Haynes et al.1,2

TABLE 4-1

Categories of EBM Resources (Continued)
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BOX 4-1

Overview of EBM Resources
	1.	Summaries and guidelines.

Summaries are regularly updated online resources that aim to 

integrate the body of evidence at a topic level for several related 

questions. For example, a topic such as “treatment of type 2 

diabetes mellitus in the elderly patient” will usually summarize evi-

dence for drug therapy, strategies to control glycemic levels and 

avoid hypoglycemia, and lifestyle modification and the reduction 

of cardiovascular risk. These summaries often provide action-

able recommendations for practice. Current examples widely 

used by clinicians include UpToDate (http://www.uptodate.com), 

DynaMed (https://dynamed.ebscohost.com), and Best Practice 

(http://bestpractice.bmj.com). 

Guidelines follow a similar approach, usually focused on a 

specific topic or disease (eg, “antithrombotic therapy and pre-

vention of thrombosis”12). Even more than summaries, guidelines 

are focused on providing recommendations for optimal patient 

management. Searching for available guidelines is more chal-

lenging because they are scattered across specialty journals and 

organization websites. A useful resource to search for guidelines 

is the US National Guideline Clearinghouse (http://www.guideline 

.gov), which includes guidelines from many countries.

	2.	Preappraised research.

When summaries or guidelines do not provide a satisfactory 

answer (eg, they provide an answer that is apparently not based 

on current best evidence or do not provide an answer at all), 

you must look directly at research findings, first from system-

atic reviews and then, if necessary, from primary studies. Many 

resources can prevent the unpleasant experience of searching the 

whole medical literature (at the risk of getting lost) or having to 

screen and read articles as PDFs. These resources select only 

http://www.uptodate.com
http://bestpractice.bmj.com
http://www.guideline.gov
http://www.guideline.gov
https://dynamed.ebscohost.com
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systematic reviews and studies that meet defined methodologic 

criteria and provide synopses—a 1-page structured abstract or 

description of reviews or studies. The degree and quality of pre-

appraisal vary across resources. Some provide clinicians’ ratings 

or short comments on relevance or newsworthiness, whereas 

others include a structured appraisal from experts. An example 

of the former is McMaster PLUS (Premium LiteratUre Service13,14; 

http://plus.mcmaster.ca/evidenceupdates), and examples of 

the latter are ACP Journal Club (http://acpjc.acponline.org) and 

DARE (Database of Abstracts of Reviews of Effects; www.crd 

.york.ac.uk/crdweb). You can access preappraised research in  

2 complementary ways: by searching these specific databases 

for a given question and, for some of them, by subscribing to an 

e-mail alerting system. Personalized alerts are an efficient way 

to remain up-to-date on important new research in your area of 

interest (see, for example, BMJ EvidenceUpdates; http://plus 

.mcmaster.ca/evidenceupdates). 

	3.	Nonpreappraised research.

Only when other sources have failed to provide an answer should 

you search for primary studies in the larger databases, such as 

MEDLINE (http://www.ncbi.nlm.nih.gov/pubmed) or CINAHL 

(http://www.cinahl.com). Because these databases include mil-

lions of articles, using them efficiently requires more advanced 

searching skills. Limiting your search with filters, such as Clinical 

Queries (http://www.ncbi.nlm.nih.gov/pubmed/clinical), provides 

a useful way to reduce the number of abstracts you need to review 

to identify the best evidence to address your clinical question.

medical records.16 However, although some clinical decision 
support systems have the potential to improve processes of care 
or patient outcomes,17 most cover only a limited range of clini-
cal problems, are not necessarily based on current best evidence, 
and are often “homebuilt” so that their use is questionable.1 

http://plus.mcmaster.ca/evidenceupdates
http://acpjc.acponline.org
http://www.crd.york.ac.uk/crdweb
http://www.crd.york.ac.uk/crdweb
http://plus.mcmaster.ca/evidenceupdates
http://plus.mcmaster.ca/evidenceupdates
http://www.ncbi.nlm.nih.gov/pubmed
http://www.cinahl.com
http://www.ncbi.nlm.nih.gov/pubmed/clinical
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Three Criteria for Choosing  
an EBM Resource

All EBM resources are not equally trustworthy, and none 
provide answers to all questions. Efficient searching involves 
choosing the appropriate resources for your clinical question—
in much the same way you choose diagnostic tests appropriate 
for your patient’s symptoms. Table 4-2 offers an initial guideline 
for making resource choices. 

Based on Current Best Evidence

Many online summaries and guideline websites promote them-
selves as “evidence-based,” but few have explicit links to research 

Table 4-2

Selection Criteria for Choosing or Evaluating EBM Resources

Criterion Description of Criterion

On the basis 
of current 
best evidence

�How strong is the commitment to evidence to 
support inference?

�Does it have citations to references to all 
evidence summaries and recommendations?

�Is the process for keeping it up-to-date 
transparent and trustworthy?

Is the quality of the evidence assessed?

�Is the strength of recommendations reported?

�Are numerical effect estimates reported 
for patient important outcomes?

Coverage and 
specificity

�Does the resource cover my discipline and spe-
cific area of practice adequately?

�Does it cover questions of the type I am asking 
(eg, therapy, diagnosis, prognosis, harm)?

Availability 
and access

�Is it readily available in all locations in which  
I would use it?

Can I easily afford it?
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findings. To judge the strength of the commitment to evidence to 
support inference, check whether you can distinguish statements 
that are based on high-quality vs low-quality evidence. If you cannot 
make this distinction, dismiss the resource altogether. Resources 
should provide citations to references to relevant research find-
ings. Currency is important, and a simple way to judge whether 
the evidence is up-to-date is to look for the date of the most recent 
reference cited: if it is more than 2 years old, it is possible that future 
studies lead to a different conclusion.1,18,19 Generally, the process for 
keeping a resource up-to-date should be transparent and trust-
worthy. A date stamp should accompany each summarized topic 
or piece of evidence (eg, “This topic last updated: Sep 17, 2013”), 
along with access to the explicit mechanism used to screen for 
related new findings. An opaque process should raise a red flag that 
the evidence may be partial, biased, or already outdated. 

A summary or guideline should use a rating system to 
assess the risk of bias of cited studies and the quality of reviews. 
Resources that provide recommendations should be based on 
the entire body of existing evidence, ideally summarized in sys-
tematic reviews, and provide the benefits and harms of available 
options. The resources also should use an appropriate system 
to grade strength of recommendations and provide explicit 
judgments concerning underlying values and preferences (see 
Moving From Evidence to Action). Finally, to be actionable, the 
recommendations should report numerical effect estimates for 
patient-important outcomes to support clinical judgment and 
shared decision making at the point of care. For example, the 
ninth edition of the Antithrombotic Therapy and Prevention of 
Thrombosis guideline issued a weak recommendation for aspirin 
for primary prevention of cardiovascular events in people older 
than 50 years, based on moderate confidence in estimates of 
effect (grade 2B).20 The authors provide numerical estimates: for 
example, in people at moderate risk of cardiovascular events, 
prophylactic aspirin resulted in 19 fewer myocardial infarctions 
per 1000 (from 26 fewer to 12 fewer) but 16 more major extra-
cranial bleeds per 1000 (from 7 more to 20 more). 
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Coverage and Specificity 

An ideal resource will cover most of the questions relevant 
to your practice—and not much more. However, few, if any, 
resources are sufficient as such a one-stop shop for the evidence 
you need,18 and resources from the 3 levels of the pyramid of 
EBM resources are often complementary. The higher you look in 
the pyramid, the more time it takes for the resource developers 
to process and summarize the evidence at a topic level, making 
these resources potentially out of date. To be comprehensive in 
your searching, you will need to look for preappraised research 
for more recent evidence. Conversely, the lower you look in the 
pyramid, the larger, and often less specific, the resource. Thus, 
preappraised research limited to your area of practice, such 
as collections of synopses designed to help you keep up with 
information on the latest developments in a specific field or 
specialty—eg, Evidence-Based Mental Health (http://ebmh.bmj 
.com) or Evidence-Based Nursing (http://ebn.bmj.com)—may 
serve your needs efficiently. 

The type of question also will affect your choice of a specific 
resource. For example, resources that focus on management 
issues informed mainly by randomized clinical trials, such as 
the Cochrane Database of Systematic Reviews, may not be ideal 
to answer questions of harm or rare adverse events. Similarly, 
background questions are more likely to be answered by sum-
maries (eg, UpToDate or DynaMed) than preappraised research 
(eg, systematic reviews or synopses). For example, if you have 
background questions about the Middle East respiratory 
syndrome coronavirus, both UpToDate and DynaMed have a 
dedicated entry on the topic that summarizes its case definition 
and the incidence of recent clusters.

Availability and Access

The most trustworthy and efficient resources are frequently 
expensive, particularly those at the top of the pyramid of EBM 
resources. For example, an individual subscription to an online 

http://ebmh.bmj.com
http://ebmh.bmj.com
http://ebn.bmj.com
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summary often costs more than $250 annually. To establish 
your information resource regimen, you can map the EBM 
resources that are accessible to you through your university, 
school, or clinical institution and check whether they meet your 
information needs. Academic clinicians typically have access to 
the resources of their academic institution or hospital libraries, 
including the full texts of many studies and reviews. 

Clinicians in private practice in high-income countries 
may have access to some resources through their professional 
associations but otherwise may be burdened by the cost of sub-
scriptions. Some countries have national libraries that central-
ize access to many resources. Often, the institutional choice 
of resources is not made by practicing clinicians and may be 
guided by financial constraints. If an important resource is 
not available, make the case for it to your librarian (and sug-
gest which other resources are less useful in practice).1 If your 
institution is not willing to pay a license, consider subscribing 
individually. Health professionals in lower-income countries 
may have institutional access to information resources through 
the World Health Organization’s Health InterNetwork Access 
to Research Initiative (http://www.who.int/hinari/en) or other 
organizations but otherwise face even greater financial obstacles 
to information resources. Additional strategies include seeking 
open-access journals, writing to authors for a reprint or e-print 
of their article, and contacting colleagues in academic centers 
who have access to more extensive library facilities. 

Preappraised resources are sometimes expensive as well, 
and therefore we further describe how searching federated 
search engines, such as ACCESSSS or Trip, can give you an 
overview of the clinical content of various resources to help you 
make subscription decisions. 

Free e-mail systems, such as BMJ EvidenceUpdates (http://
plus.mcmaster.ca/evidenceupdates), can alert you to important 
new findings, although access to full texts will vary according to 
your institutional or personal licenses. An increasing number 
of full-text articles are accessible through PubMed or Google 

http://www.who.int/hinari/en
http://plus.mcmaster.ca/evidenceupdates
http://plus.mcmaster.ca/evidenceupdates
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Scholar or directly via open-access journals (eg, CMAJ, PLOS 
journals, and BioMed Central journals; see http://www.doaj 
.org for a directory of open-access journals). Many other jour-
nals provide free access to full-text articles 6 to 12 months after 
publication (eg, BMJ, JAMA, and Mayo Clinic Proceedings) or 
a portion of their content at the time of publication. However, 
focusing on free full-text articles and free Internet resources 
may give a partial and potentially biased view of current best 
evidence.21

Finally, ask your institution or professional organization 
how to access EBM resources at the point of care and obtain 
proxy server permission or remote access at home (eg, using a 
VPN connection). This will give you direct access to evidence 
on your smartphone and tablets and considerably enhance your 
evidence-based practice.

Using the Pyramid of EBM Resources  
to Answer Your Questions 

Numerous EBM resources are available, including many providers 
of summaries at the top level of the pyramid. Each has a different 
clinical scope, as well as different methodologic and editorial 
processes. No single portal lists them all, but many can be found 
through the New York Academy of Medicine (http://www.nyam 
.org/fellows-members/ebhc/eb_resources.html) or the Cochrane 
Collaboration (http://www.cochrane.org/about-us/webliography-
evidence-based-health-care-resources) websites. 

It is beyond the scope of this chapter to discuss the pros 
and cons of each resource. Instead, we will focus on how to 
navigate across the pyramid of EBM resources and discuss 
how these resources can complement each other. We provide 
examples of resources to illustrate important aspects both 
from research on evidence retrieval and from our own practice 
but do not aim to be comprehensive or prescriptive on which 
resource to use. 

http://www.doaj.org
http://www.doaj.org
http://www.nyam.org/fellows-members/ebhc/eb_resources.html
http://www.nyam.org/fellows-members/ebhc/eb_resources.html
http://www.cochrane.org/about-us/webliography-evidence-based-health-care-resources
http://www.cochrane.org/about-us/webliography-evidence-based-health-care-resources
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Summaries and Guidelines 

Start your searches by using resources at the top of the pyramid 
for summaries and guidelines that address your question. 
These resources can provide a comprehensive view of the 
body of evidence at a topic level. Imagine, for example, that 
you are looking for antithrombotic therapies most appropri-
ate for prevention of stroke in patients with atrial fibrillation. 
Available options include aspirin; other antiplatelet agents, 
such as clopidogrel; a combination of aspirin plus other anti-
aggregants; warfarin; or new anticoagulants, such as direct 
thrombin inhibitors or factor Xa inhibitors. To fully address 
your question from lower levels of the pyramid, you would 
need to retrieve, read, and integrate several systematic reviews 
or trials that cover all of the relevant comparisons and impor-
tant outcomes. Summaries and guidelines aim to integrate this 
body of evidence and also often provide actionable recommen-
dations for practice.

Table 4-3 lists examples of 10 widely used online summaries 
and their corresponding URLs. A recent analytical survey com-
pared them on 3 aspects: the timeliness of updates, coverage of 
clinical topics, and quality of processing and reporting of the 
evidence.19 At the time of this assessment (2011), the mean time 
since update ranged from 3.5 months (DynaMed) to 29 months 
(First Consult), and the percentage of clinical topics covered 
ranged from 25% (Clinical Evidence) to 83% (UpToDate). 
Quality substantially varied across the resources. For example, 
despite its limited coverage, the authors rated Clinical Evidence 
as the highest-quality resource. Because EBM resources con-
tinuously evolve, these numbers may be outdated but illustrate 
that online summaries can be complementary. Summaries also 
differ on their methods and commitment to providing action-
able recommendations (eg, UpToDate now formulates recom-
mendations using the GRADE [Grading of Recommendations 
Assessment, Development and Evaluation] framework, whereas 
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Table 4-3

Rank Orderings of 10 Online Summaries Compared on 3 Aspects19

Summary Resource URL Updates Coverage, No. (%) Quality

DynaMed https://dynamed.ebscohost.com 1 3 (70) 2

UpToDate http://www.uptodate.com 5 1 (83) 2

Micromedex http://www.micromedex.com 2 8 (47) 2

Best Practice http://bestpractice.bmj.com 3 4 (63) 7

Essential Evidence Plus http://www.essentialevidenceplus.com 7 7 (48) 2

First Consult http://www.firstconsult.com 9 5 (60) 2

Medscape Reference http://reference.medscape.com 6 2 (82) 9

Clinical Evidence http://clinicalevidence.bmj.com 8 10 (25) 1

ACP PIER http://acpjc.acponline.org 4 9 (33) 7

PEPID http://www.pepidonline.com NA 6 (58) 10

Abbreviation: NA, data not available.

Reproduced with permission from the Journal of Clinical Epidemiology.19

https://dynamed.ebscohost.com
http://www.uptodate.com
http://www.micromedex.com
http://bestpractice.bmj.com
http://www.essentialevidenceplus.com
http://www.firstconsult.com
http://reference.medscape.com
http://clinicalevidence.bmj.com
http://acpjc.acponline.org
http://www.pepidonline.com
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Clinical Evidence focuses more on the summary of evidence, 
also using GRADE) and their editorial style (eg, structured 
bullet points in DynaMed and Best Practice vs textbook-like 
structured chapters in UpToDate).

Unlike summaries, most guidelines are scattered across 
journals or websites from individual countries or health orga-
nizations. One of the most comprehensive portals to search for 
guidelines is the US National Guideline Clearinghouse (http://
www.guideline.gov). It includes the full text of many US guide-
lines and thousands of international guidelines. Searching is 
easy, although initial retrievals are often relatively large. Other 
international guidelines can be found through the UK National 
Institute for Health and Care Excellence (https://www.evidence 
.nhs.uk) or the Guideline International Network (http://www 
.g-i-n.net/library/international-guidelines-library). 

Perhaps even more than other types of preappraised evi-
dence, practice guidelines are extremely variable in their trust
worthiness.22,23 When you conduct your search, look for guidelines 
that are transparent in how they process the evidence and for-
mulate recommendations (see Chapter 17, How to Use a Patient 
Management Recommendation: Clinical Practice Guidelines and 
Decision Analyses). The US National Guideline Clearinghouse 
website also allows side-by-side comparisons of the guideline pro-
cess and components for guidelines on the same topic.

Finally, the top of the EBM pyramid also includes decision 
analyses, which process a body of evidence in a similar way to 
guidelines, map out the options with outcomes and probabilities, 
and help you judge the benefits and harms of different treatment 
options for a specific patient (see Chapter 17, How to Use a Patient 
Management Recommendation: Clinical Practice Guidelines and 
Decision Analyses). These decision analyses often can be found in 
stand-alone studies, economic evaluation reports, and health tech-
nology assessment reports. An efficient way to locate decision anal-
yses is through the Centre for Reviews and Dissemination at the UK 
University of York (http://www.crd.york.ac.uk/crdweb) by selecting 
the search filters “HTA” and “NHS EED” (for economic evaluation). 

http://www.guideline.gov
http://www.guideline.gov
https://www.evidence.nhs.uk
https://www.evidence.nhs.uk
http://www.g-i-n.net/library/international-guidelines-library
http://www.g-i-n.net/library/international-guidelines-library
http://www.crd.york.ac.uk/crdweb
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Preappraised Research 

If you do not find a satisfactory answer in summaries or guide-
lines, either because your question is not covered or because you 
have reasons to doubt what you found, you may need to look 
for preappraised research. You also might search preappraised 
research to look for more recent evidence published since the 
summary or guideline was last updated.24 You might wonder 
how often this additional searching would be worth the trouble. 
A recent study of the quality of online summaries found that, 
on average, new high-quality evidence providing potentially 
different conclusions than existing summaries was available 
for approximately 52% of the topics evaluated in UpToDate, 
60% in Best Practice, and 23% in DynaMed.18 This potential 
discrepancy between newly published evidence and existing 
recommendations would occur more frequently, and likely with 
greater adverse consequences, for most clinical practice guide-
lines, which are usually updated every 2 to 8 years.25 

Consider, for example, the question of whether cardiac 
resynchronization therapy (CRT) reduces mortality in patients 
with heart failure and a narrow QRS complex. An initial search 
in mid-September 2013 in DynaMed or UpToDate provided an 
excellent summary of available evidence on the efficacy of CRT 
according to the degree of heart failure and the QRS duration 
but did not yet identify a more recent trial published in the New 
England Journal of Medicine.26 This trial found that CRT did not 
reduce the composite rate of death or hospitalization for heart 
failure and actually may increase mortality. This important 
new evidence will of course be included in subsequent updates, 
but this process typically takes a couple of months to up to  
29 months, depending on the online summary.19 

A quick and efficient way to find preappraised research 
is to search specific databases, which include only studies and 
reviews that are more likely to be methodologically sound and 
clinically relevant. Figure 4-2 shows a typical example of this 
improved selection process from McMaster PLUS (Premium 



64    Users’ Guides to the Medical Literature

LiteratUre Service), a large database created by the McMaster 
Health Knowledge Refinery (http://hiru.mcmaster.ca/hiru/
HIRU_McMaster_PLUS_Projects.aspx). The selection process 
used is as follows: trained research staff continually critically 
appraise more than 45 000 articles per year, from more than 125 
empirically selected, high-quality clinical journals, and identify 
studies and systematic reviews that meet prespecified methodo-
logic standards. For example, studies of prevention or therapy 
must have random allocation, a follow-up rate of at least 80%, 
and at least 1 patient-important outcome. These selected articles 
are then rated for relevance and newsworthiness by frontline 
clinicians from around the globe.27 McMaster PLUS is thus a 
continuously updated database of more than 32 000 highly 
selective articles (with approximately 3300 added every year) 
that also feeds several other EBM resources and journals (eg, 
ACP Journal Club, Clinical Evidence, and DynaMed). A sim-
ple way to access McMaster PLUS is through the free search 

Figure 4-2 

Example of Preappraised Research: McMaster PLUS

Reproduced with permission of the Health Information Research Unit, McMaster 
University. 

~2600 articles per year
94% noise reduction

Critical Appraisal Filters

Clinical Relevance Filters

+45000 articles
screened per year

~20 articles
per clinician
99.9% noise

reduction

http://hiru.mcmaster.ca/hiru/HIRU_McMaster_PLUS_Projects.aspx
http://hiru.mcmaster.ca/hiru/HIRU_McMaster_PLUS_Projects.aspx
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engine of BMJ EvidenceUpdates (http://plus.mcmaster.ca/
EvidenceUpdates/QuickSearch.aspx) or through the McMaster 
search engine, ACCESSSS, which we discuss further below 
(see Searching All Levels of the Pyramid at the Same Time). 
McMaster PLUS also has distinct databases for nursing (http://
plus.mcmaster.ca/np) and rehabilitation studies (http://plus 
.mcmaster.ca/rehab).

In a further level of preappraisal, the more clinically relevant 
studies and systematic reviews are selected to become synop-
ses (<1% of the initial selection). These synopses are usually a 
1-page, structured summary of the research findings, along with 
a brief commentary from an expert in the field. You can find var
ious types of synopses in specialized evidence-based secondary 
evidence-based journals. Figure 4-3 shows an example of a syn-
opsis of a systematic review from ACP Journal Club (http://acpjc 
.acponline.org) on the impact of eplerenone on mortality com-
pared with other aldosterone antagonists in heart failure. The 
abstract summarizes salient elements of the methods and results 
and an expert provides a commentary. This appraisal is not 
always systematic or as thorough as a full critical appraisal, but 
it usually provides the gist of the strengths and weaknesses of a 
study. Similar resources include Evidence-Based Medicine (http://
ebm.bmj.com), Evidence-Based Mental Health (http://ebmh.bmj 
.com), Evidence-based Oncology (www.sciencedirect.com/science/ 
journal/13634054), or POEMs (Patient-Oriented Evidence that 
Matters) (www.essentialevidenceplus.com/content/poems). The 
New York Academy of Medicine keeps a current list of special-
ized EBM journals in many health care disciplines (www.nyam 
.org/fellows-members/ebhc/eb_publications.html).

When searching preappraised research, make synopses of 
systematic reviews your first priority because they summarize 
the body of evidence on a question. In addition to evidence-
based journals, you can find synopses of systematic reviews in 
DARE (Database of Abstracts of Reviews of Effects) (http://
www.cochrane.org/editorial-and-publishing-policy-resource/
database-abstracts-reviews-effects-dare). If no synopses answer 

http://plus.mcmaster.ca/EvidenceUpdates/QuickSearch.aspx
http://plus.mcmaster.ca/EvidenceUpdates/QuickSearch.aspx
http://plus.mcmaster.ca/np
http://plus.mcmaster.ca/np
http://plus.mcmaster.ca/rehab
http://plus.mcmaster.ca/rehab
http://acpjc.acponline.org
http://acpjc.acponline.org
http://ebm.bmj.com
http://ebm.bmj.com
http://ebmh.bmj.com
http://ebmh.bmj.com
http://www.sciencedirect.com/science/journal/13634054
http://www.sciencedirect.com/science/journal/13634054
http://www.essentialevidenceplus.com/content/poems
http://www.nyam.org/fellows-members/ebhc/eb_publications.html
http://www.nyam.org/fellows-members/ebhc/eb_publications.html
http://www.cochrane.org/editorial-and-publishing-policy-resource/database-abstracts-reviews-effects-dare
http://www.cochrane.org/editorial-and-publishing-policy-resource/database-abstracts-reviews-effects-dare
http://www.cochrane.org/editorial-and-publishing-policy-resource/database-abstracts-reviews-effects-dare
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Figure 4-3

Example of Synopsis of a Systematic Review From ACP Journal Club

Reproduced with permission of ACP Journal Club.28
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your question, move to a direct search for other systematic 
reviews. A useful resource is the Cochrane Library (http://www 
.thecochranelibrary.com). 

Regardless of the resources you use, remember that preap-
praisal and the collection of these synopses can only increase 
the likelihood of finding sound evidence efficiently. It does not 
guarantee it. You should also apply your own critical appraisal 
to the research findings that are summarized, as explained 
throughout the Users’ Guides to the Medical Literature. 

Alerts to Important New Evidence

In addition to building continuously updated databases of pre-
appraised research, an increasing number of resources offer 
e-mail alerting services. To make the volume of new evidence 
manageable, these alerts are usually tailored to your informa-
tion needs when you register (eg, clinical disciplines, quality 
choices, and frequency of alerts).

For example, the whole process leading to McMaster PLUS, 
including clinicians’ ratings for relevance and newsworthiness, 
results in up to a 99.9% noise (non–clinically relevant) reduc-
tion and produces a manageable stream of approximately 20 to 
50 key articles per year in a clinical area that may influence your 
practice (Figure 4-2).28 You can receive these alerts by subscrib-
ing to BMJ EvidenceUpdates or ACCESSSS. Several other free 
or fee-based alerting systems are available for both a wide scope 
of disciplines (eg, NEJM Journal Watch, http://www.jwatch 
.org) and specific subspecialties (eg, OrthoEvidence, http://
www.myorthoevidence.com). When using any of these alerting 
resources, check whether their process of selecting and apprais-
ing the evidence is explicit, trustworthy, and meeting your needs.

Nonpreappraised Research

Only when summaries, guidelines, and preappraised research 
have failed to provide an answer should you search among the 

http://www.thecochranelibrary.com
http://www.thecochranelibrary.com
http://www.jwatch.org
http://www.jwatch.org
http://www.myorthoevidence.com
http://www.myorthoevidence.com
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tens of millions of nonpreappraised research articles. They are 
stored in many different databases (the ones usually searched 
in systematic reviews), such as PubMed’s MEDLINE, EMBASE, 
CINAHL, or Web of Science. These databases can be accessed 
directly or through different search engines. Some search engine 
companies, such as Ovid (http://www.ovid.com), are designed 
to facilitate complex search strategies, such as those done by 
medical librarians or authors of systematic reviews. For clinical 
purposes, PubMed is the most popular search engine, providing 
free access to the entire MEDLINE database (http://www.ncbi 
.nlm.nih.gov/pubmed). 

Consider, for example, the question of whether statins 
can prevent dementia. Summaries and preappraised research 
provide limited or selected evidence to answer that question. 
Because of its volume, searching PubMed to find relevant evi-
dence requires more advanced searching skills, particularly in 
the choice and combination of search terms. Simple searches 
typically yield large outputs with few easily identified relevant 
studies in the first pages. 

To limit irrelevant studies in the outputs, use methodologic 
filters, such as Clinical Queries. As shown in Figure 4-4, instead 
of typing your search terms on the main page of PubMed, select 
Clinical Queries or go directly to http://www.ncbi.nlm.nih.gov/
pubmed/clinical. Empirically validated “methods” search terms 
are added to your search, according to your type of question. For 
example, Table 4-4 lists the filters used for questions of therapy 
that facilitate the retrieval of randomized clinical trials.29 Two 
filters are available for each search category, 1 broad (sensitive) 
and 1 narrow (specific), the latter being more adapted to clinical 
practice. Use of a filter will increase the proportion of relevant 
studies from approximately 2% to 30% in the first 2 pages of 
PubMed’s output (first 40 citations).2 Similar filters are available 
for questions of diagnosis, etiology, prognosis, and clinical pre-
diction rules. 

Table 4-5 lists similar broad and narrow filters to find system-
atic reviews from PubMed.30 In contrast with Clinical Queries, 

http://www.ovid.com
http://www.ncbi.nlm.nih.gov/pubmed
http://www.ncbi.nlm.nih.gov/pubmed
http://www.ncbi.nlm.nih.gov/pubmed/clinical
http://www.ncbi.nlm.nih.gov/pubmed/clinical
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Figure 4-4

Clinical Queries in PubMed: Accessing From Main Page and Choosing of Filter (Category and Scope)

Reproduced with permission of the US National Library of Medicine and PubMed.
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Table 4-4

Clinical Queries “Therapy” Filter: Performance and Strategy Useda

Sensitivity, 
%

Specificity, 
%

PubMed  
Equivalent

Broad 
filter

99 70 ((clinical[Title/Abstract] 
AND trial[Title/Abstract]) 
OR clinical trials[MeSH 
Terms] OR clinical 
trial[Publication Type] OR 
random*[Title/Abstract] OR 
random allocation[MeSH 
Terms] OR therapeutic 
use[MeSH Subheading])

Narrow 
filter

93 97 (randomized controlled 
trial[Publication Type] OR 
(randomized[Title/Abstract] 
AND controlled[Title/
Abstract] AND trial[Title/
Abstract]))

Abbreviation: MeSH, medical subject headings.
aReproduced with permission of the US National Library of Medicine and PubMed.

these filters are not implemented in PubMed; the search strategy 
needs to be copied and pasted right after your search. Going back 
to our example of the search phrase “statins for the prevention 
of dementia,” an unfiltered search retrieves hundreds of cita-
tions that cannot be reliably screened in clinical practice. When 
adding the narrow filter of Table 4-5 to your search, the output 
shrinks to 19 citations (in October 2013), and a quick review 
will identify 6 systematic reviews, including 1 Cochrane Review, 
updated in 2009, and the most recent review, published in Mayo 
Clinic Proceedings in September 2013, Statins and Cognition: A 
Systematic Review and Meta-analysis of Short- and Long-term 
Cognitive Effects. The University of York keeps a comprehen-
sive list of available filters and the publications that describe 
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Table 4-5

Filters to Retrieve Systematic Reviews From PubMeda30

Sensitivity, 
%

Specificity, 
%

PubMed  
Equivalent

Broad 
filter

99.9 52 search*[Title/
Abstract] OR meta 
analysis[Publication Type] 
OR meta analysis[Title/
Abstract] OR meta 
analysis[MeSH Terms] 
OR review[Publication 
Type] OR diagnosis[MeSH 
Subheading] OR 
associated[Title/Abstract]

Narrow 
filter

71 99 MEDLINE[Title/Abstract] 
OR (systematic[Title/
Abstract] AND review[Title/
Abstract]) OR meta 
analysis[Publication Type]

Abbreviation: MeSH, medical subject headings.
aThese filters are not implemented in PubMed; the search strategy needs to be 
copied and pasted right after the search to optimally filter systematic reviews. 
Reproduced with permission from the BMJ.

their development and validations. For example, in addition 
to the ones we have already discussed, you will find filters for 
adverse events, economic evaluation, observational studies, and 
even qualitative studies (https://sites.google.com/a/york.ac.uk/
issg-search-filters-resource/home/search-filters-by-design). 

Another useful database for clinical practice is the Cochrane 
Controlled Trials Registry, the largest electronic compilation of 
controlled trials, built from MEDLINE, EMBASE, and other 
sources, including hand searches of most major health care jour-
nals. Because it includes only trials, this registry is the fastest, 
most reliable method of determining whether a controlled trial 
has been published on any topic. You can search the registry 

https://sites.google.com/a/york.ac.uk/issg-search-filters-resource/home/search-filters-by-design
https://sites.google.com/a/york.ac.uk/issg-search-filters-resource/home/search-filters-by-design
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in the Cochrane Library’s advanced search function (http://
onlinelibrary.wiley.com/cochranelibrary/search; select “Search 
Limits,” then “Trials”). However, to access the full text of articles, 
you will need a subscription to the Cochrane Library or several 
Ovid Evidence-Based Medicine Review packages of databases 
(http://www.ovid.com/site/catalog/DataBase/904.jsp). 

Searching All Levels of the Pyramid at the Same Time

At this point, you may wonder if you can search across all lev-
els of the pyramid of resources, instead of having sequential 
searches in different resources to get the current best evidence. 
Federated search engines do this easily. One of the most com-
prehensive and transparent federated resources is ACCESSSS 
(http://plus.mcmaster.ca/accessss). Typing a single question in 
ACCESSSS will run parallel searches in major resources from 
each level of the pyramid, from summaries to all types of pre-
appraised research and all Clinical Queries filters in PubMed. 
Table 4-6 presents the resources searched by ACCESSSS. Results 
are given in 1 page organized by level in the pyramid of EBM 
resources, with the most relevant and useful for clinical practice 
on the top (see Figure 4-5). Subscribing to ACCESSSS is free, 
although access to the full text of some resources will depend 
on institutional or personal subscriptions. To directly link your 
own subscriptions to all features of ACCESSSS, you can ask to 
add your institution to its list. 

Other interesting and free federated searches that similarly 
search multiple resources at more or less each level of the pyramid 
are available. Instead of looking into summaries at the top, Trip 
(http://www.tripdatabase.com) has an algorithm to retrieve clinical 
practice guidelines, classified by country, along with many sources 
of synopses and other preappraised and nonpreappraised research. 
Its navigation is easy, and additional interesting features include the 
ability to structure your search with PICO (patient, intervention, 
comparator, outcome) and tailor your search to issues in devel-
oping countries. SumSearch (http://sumsearch.org) shares similar 

http://onlinelibrary.wiley.com/cochranelibrary/search
http://onlinelibrary.wiley.com/cochranelibrary/search
http://www.ovid.com/site/catalog/DataBase/904.jsp
http://plus.mcmaster.ca/accessss
http://www.tripdatabase.com
http://sumsearch.org
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Table 4-6

Example of a Federated Search: EBM Resources Searched in Parallel 
in ACCESSSSa

Summaries DynaMed

UpToDate

Best Practice

ACP PIER

Preappraised research

    Synopses of systematic reviews 

    Systematic reviews

    Synopses of studies

ACP Journal Club DARE

McMaster PLUS (including 
Cochrane reviews)

McMaster PLUS

Nonpreappraised research

    Filtered studies

    Unfiltered studies

Clinical Queries in PubMed

PubMed (MEDLINE)

Abbreviations: ACCESSSS, ACCess to Evidence-based Summaries, Synopses, 
Systematic Reviews and Studies; DARE, Database of Abstracts of Reviews of 
Effects; EBM, evidence-based medicine.
aReproduced with permission of the Health Information Research Unit, McMaster 
University.

features, particularly for the retrieval of practice guidelines, but it 
organizes output according to level of processing (original studies, 
systematic reviews, and guidelines; Figure  4-1, middle box). 
SumSearch is linked to alerts from NEJM JournalWatch (http://
www.jwatch.org). Finally, Epistemonikos (http://www.epistemon 
ikos.org) is innovative both in simultaneously searching multiple 
resources and in indexing and interlinking relevant evidence. 
For example, Epistemonikos connects systematic reviews and 
their included studies and thus allows clustering of systematic 
reviews based on the primary studies they have in common. 
Epistemonikos is also unique in offering an appreciable multi
lingual user interface, multilingual search, and translation of 
abstracts in more than 9 languages. 

http://www.jwatch.org
http://www.jwatch.org
http://www.epistemonikos.org
http://www.epistemonikos.org
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Figure 4-5

Output of a Federated Search in ACCESSSS

Reproduced with permission of the Health Information Research Unit, McMaster 
University.

When to Use Google

Google (http://www.google.com) has brought a revolution in 
the way we search the Internet. Its powerful algorithm retrieves 
answers to any type of question. Many factors seem to influ-
ence its output, including the relevance to your query but also 

http://www.google.com
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the number of times a specific website has been previously 
accessed or cited, the computer IP and server from which 
you conduct your search, your nationality, and possibly other 
financial and nonfinancial interests. Because of its lack of 
transparency, Google is not a reliable way to filter current best 
evidence from unsubstantiated or nonscientifically supervised 
sources. When searching the Web, be aware that you are not 
searching defined databases but rather surfing the constantly 
shifting seas of electronic communications. The material you 
need that is supported by evidence may not float to the surface 
at any particular time. 

On the other hand, “Googling” can be useful for defined 
purposes. It is often the fastest way to answer general back-
ground questions, often through multilingual resources such as 
Wikipedia (http://www.wikipedia.org), or research new topics, 
conditions, or treatments that have attracted media attention 
before being included in any EBM resources (eg, at the time of 
viral outbreaks around the globe, you may have wondered what 
Middle East respiratory syndrome coronavirus is). Google also 
can help you refine the wording of your search terms by rap-
idly finding 1 relevant citation. For example, you might want 
to learn whether incretins are associated with pancreatic can-
cer, but you are unclear about the different types of incretins. 
By searching Google and Wikipedia, you will rapidly remember 
how to spell (or copy and paste) dipeptidyl peptidase 4 inhibi-
tor or glucagon-like peptide 1 analogs. Finally, Google can be 
a surprisingly powerful tool to search for uncommon patterns 
of symptoms and findings by simply typing them together as a 
query. These uncommon combinations would usually retrieve 
little or no information in most medical databases. Google 
can sometimes find the rare citation that would give you a clue 
about that syndrome. 

A better alternative to Google for answering foreground 
questions is Google Scholar, which applies Google algorithms to 
scholarly literature (http://www.google.com/scholar). Although 
Google Scholar’s search algorithms are not transparent, 

http://www.wikipedia.org
http://www.google.com/scholar
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comparisons have found Google Scholar to be comparable to 
other databases,31 and an analysis has found increasing evidence 
that Google Scholar retrieves twice as many relevant articles as 
PubMed, with almost 3 times greater access to free full-text 
articles,32 as well as access to conference abstracts that might be 
useful for rare topics. Google Scholar has a complex searching 
system, and the help feature provides useful guidance in refin-
ing your searches (http://scholar.google.com/intl/en/scholar/
help.html).

Translating a Question Into  
Search Terms 

How to Choose and Combine Search Terms

Table 4-7 illustrates how you can break down a question into its 
PICO components and corresponding search terms. You next 
choose and combine search terms into a variety of search strate-
gies, adapted to each resources. One advantage of searching the 
top EBM resources is that you can keep searches simple because 
the databases are highly selective and relatively small. One or  
2 search terms for the population or problem and for your inter-
vention or exposure will find most relevant topics. For example, 
if you are interested in the impact of mucolytics on patients with 
chronic obstructive pulmonary disease (COPD) who are stable, 
simply searching with the terms “COPD mucolytic” in summa-
ries (eg, UpToDate) and preappraised research (eg, DARE) will 
usually suffice. Being too specific in your search can cause you 
to lose important information. In contrast, searching nonpre-
appraised research (eg, PubMed) usually requires more specific 
and structured searches.

To find the evidence you need in large databases, your search 
terms should closely relate to the components of your PICO 
question (see Chapter 3, What Is the Question?). For some com-
ponents, the corresponding search terms are straightforward. 

http://scholar.google.com/intl/en/scholar/help.html
http://scholar.google.com/intl/en/scholar/help.html
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Table 4-7

Combining Search Terms Into Different Search Strategies

PICO Components Potential Search Terms

P Patients with stable 
chronic bronchitis

COPD OR (chronic bronchitis)

I Any mucolytic agent Mucolytic

C Placebo (and current 
best care)

Placebo

O Number of exacerbation, 
mortality

Exacerbation OR mortality

Level of the Pyramid Examples of Search Strategiesa

Summaries and preappraised 
research

Chronic bronchitis mucolytic

COPD mucolytic

Nonpreappraised research COPD mucolytic exacerbation

(COPD OR (chronic bronchitis)) 
AND mucolytic

(COPD OR (chronic bronchitis)) 
AND mucolytic AND exacerbation

(COPD OR (chronic bronchitis)) 
AND mucolytic AND (exacerba-
tion OR mortality)

Abbreviation: COPD, chronic obstructive pulmonary disease; PICO, patient or 
population, intervention or exposure, comparator, and outcome. 
aOR and AND are Boolean operators in these searches.

For example, if your population is patients with diabetes, you 
may simply use “diabetes” or “diabetic.” Other components of 
PICO may prove more challenging, such as “antithyroid drug 
therapy” as an intervention. Indeed, you might choose “anti-
thyroid” as a single term or consider combining several drugs, 
such as “carbimazole OR propylthiouracil OR methimazole.” 
Notice that the latter example combines search terms with “OR” 
in capital letters to signify this is a Boolean operator: the search 
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will retrieve studies for either of these treatments. In contrast, 
adding no operator actually corresponds to linking search terms 
with “AND.” For example, typing “neuraminidase inhibitors” is 
equivalent to typing “neuraminidase AND inhibitors” and will 
retrieve only studies that include both terms, instead of all stud-
ies that include any type of inhibitor.

Efficient wording of search terms is based in part on your 
familiarity with the topic but is also based on trial and error. 
The Medical Subject Headings (MeSH) Thesaurus (http://www 
.nlm.nih.gov/mesh/MBrowser.html) can help you find words 
generally used by indexers for a given medical concept. A quick 
Google search often can give you a sense of appropriate word-
ing in a faster way. If you are surprised that a search yields little 
relevant evidence, ask yourself if you misspelled a term or were 
too specific (eg, adding too many words that will automatically 
be linked with “AND”). Definitions also can differ. For example, 
in MeSH, “ventilation” refers to “supplying a building or house, 
their rooms and corridors, with fresh air.” “Pulmonary ventila-
tion” is the preferred term for clinicians because it indicates “the 
total volume of gas inspired or expired per unit of time, usually 
measured in liters per minute.”

Broad vs Narrow Searches 

Table 4-8 indicates how to refine your search. If you initially 
found little evidence, you can broaden your search (eg, increase 
its sensitivity) by adding synonyms for each concept or using 
truncated terms (eg, diabet* will retrieve diabetes, diabetic, and 
many other similar terms with different endings). Conversely, if 
your initial search retrieved too many citations to be screened, 
you can narrow your search (eg, increase its specificity) by link-
ing more PICO components with “AND” or by adding limits 
and methodologic filters (eg, narrow Clinical Queries; http://
www.ncbi.nlm.nih.gov/pubmed/clinical). More sophisticated 
approaches include entering PICO components sequentially 

http://www.nlm.nih.gov/mesh/MBrowser.html
http://www.nlm.nih.gov/mesh/MBrowser.html
http://www.ncbi.nlm.nih.gov/pubmed/clinical
http://www.ncbi.nlm.nih.gov/pubmed/clinical
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Table 4-8

Refining the Search Strategy1,19,30,34

Ways to Increase Sensitivity Ways to Increase Specificity

Many search terms for a similar 
PICO component, linked with 
“OR”

Truncated terms, wildcards  
(eg, diabet*, wom?n)

Synonyms (pressure sore, 
decubitus ulcer)

Variant spelling (tumour, tumor)

Explosion of MeSH terms

Use of PubMed “Related 
citations” or bibliography of 
relevant articles

More PICO concepts linked 
with “AND”:

(P) AND (I) AND (C) AND (O)

Use of NOT to exclude 
irrelevant terms

Use of NOT as Boolean 
operator

Limits (date, age group, etc)

Methodologic filters  
(Clinical Queries)

Content filters (topic or disease 
specific)

Abbreviation: MeSH, medical subject headings; PICO, patient or population, 
intervention or exposure, comparator, and outcome.

according to their importance to obtain a manageable number 
of articles in large databases, such as PubMed.33

Finding Related Articles

When your PubMed search seems laborious, a useful trick is to 
find at least 1 potentially relevant article to your question and use 
the “Related citations” feature, as highlighted in Figure 4-6. It will 
automatically look for other articles that are similar in their titles, 
abstracts, and index terms. You then can screen the new output 
and select “Related citations” for each potentially relevant article 
you find. To keep track of potentially relevant citations, send 
them to the PubMed clipboard as you screen, and they will be 
labeled as items in the clipboard (Figure 4-6). This strategy may 
help you gather relevant articles rapidly in a snowball sampling. 
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Figure 4-6

Features in PubMed: Related Citations and Clipboard

A, Link to “Related citations” from a relevant article. B, Dialogue box allowing user to send relevant articles to the 
clipboard. C, After having sent an article to the clipboard, it is labeled so in the output.

Reproduced with permission of the US National Library of Medicine and PubMed.
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Getting Help

Finally, because of the complexity and interconnections of 
medical databases, some searches simply require the help of 
information specialists. In anticipation of such cases in your 
clinical practice, befriend your medical librarians. They can be 
a great resource to help answer difficult questions or those that 
require elaborate search strategies.

BOX 4-2

Tips to Help Improve Searching Skills
With the pyramid of EBM resources in mind, map the EBM 

resources that are accessible to you through your affiliations or 

personal subscriptions.

Choose which resources you would like to explore next, 

according to your information needs and the criteria described 

in this chapter.

Bookmark these resources in the browsers of all of your 

devices—your desktop computer, smartphone, or tablet. Find out 

if you can get remote access from your institution and implement 

it so that access is automatic. 

Subscribe to an e-mail alerting system for newly published 

evidence that is transparent and trustworthy.

Train yourself on questions that are familiar to you and 

compare EBM resources.

Keep track of your questions. It can enhance your learning 

and help you reflect back on your evidence-based practice. 

Finally, always keep the patient perspective. This will help you 

focus on the appropriate body of evidence that informs all patient 

important outcomes, instead of being driven by the evidence that 

is first presented to you. 
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Conclusion: Improving Your Searching 
Skills in Daily Practice

Box 4-2 presents a few practical tips to help you improve 
your searching skills in daily practice. Because of the continu-
ous flow of new research findings of variable quality, finding 
current best evidence is challenging. However, this process 
has been greatly facilitated by the development of numerous 
EBM resources that can provide fast answers at the point of 
care. No resource is sufficient for all information needs, and 
you will need to use several in combination to find current best 
evidence. This chapter provides guidance on how to navigate 
across the pyramid of resources efficiently, ideally by using fed-
erated search engines. 
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Our clinical questions have correct answers that correspond to 
an underlying reality or truth. For instance, there is a true under-
lying magnitude of the impact of β-blockers on mortality in 
patients with heart failure, the impact of inhaled corticosteroids 
on exacerbations in patients with asthma, the impact of reamed 
vs unreamed nailing of tibial fractures, the prognosis of patients 
with hip osteoarthritis, and the diagnostic properties of a preg-
nancy test. Research studies attempt to estimate that underly-
ing truth. Unfortunately, however, we will never know the exact 
truth. Studies may be flawed in their design or conduct and intro-
duce systematic error (or bias). Even if a study could be perfectly 
designed and executed, the estimated treatment effect may miss 
the mark because of random error. The next section explains why.

Consider a perfectly balanced coin. Every time we flip the 
coin, the probability of it landing with its head up or tail up 
is equal—50%. Assume, however, that we as investigators 
do not know that the coin is perfectly balanced—in fact, 
we have no idea how well balanced it is, and we would like 
to find out. We can state our question formally: What is the 
true underlying probability of a resulting head or tail on 
any given coin flip? Our first experiment addressing this 
question is a series of 10 coin flips; the result: 8 heads and 
2 tails. What are we to conclude? Taking our result at face 
value, we infer that the coin is very unbalanced (ie, biased 
in such a way that it yields heads more often than tails) and 
that the probability of heads on any given flip is 80%.

Few would be happy with this conclusion. The reason 
for our discomfort is that we know that the world is not 
constructed so that a perfectly balanced coin will always 
yield 5 heads and 5 tails in any given set of 10 coin flips. 
Rather, the result is subject to the play of chance, otherwise 

Random Error
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known as random error. Some of the time, 10 flips of a 
perfectly balanced coin will yield 8 heads. On occasion, 9 
of 10 flips will turn up heads. On rare occasions, we will 
find heads on all 10 flips. Figure 5-1 shows the actual dis-
tribution of heads and tails in repeated series of coin flips.

What if the 10 coin flips yield 5 heads and 5 tails? 
Our awareness of the play of chance leaves us uncertain 
that the coin is balanced: a series of 10 coin flips of a 
very biased coin (a true probability of heads of 0.8, for 
instance) could, by chance, yield 5 heads and 5 tails.

Let us say that a funding agency, intrigued by the 
results of our first small experiment, provides us with 
resources to conduct a larger study. This time, we increase 
the sample size of our experiment markedly, conducting 
a series of 1000 coin flips. If we end up with 500 heads 
and 500 tails, are we ready to conclude that we are deal-
ing with a true coin? We are much more confident but 
still not completely sure. The reason for our remaining 
uncertainty is that we know that, were the true underlying 
probability of heads 51%, we would sometimes see 1000 
coin flips yield the result we have just observed.

Figure 5-1 

Theoretical Distribution of Results of an Infinite Number of Repetitions 
of 10 Flips of an Unbiased Coin
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We can apply the above logic to the results of studies that 
address questions of prognosis, diagnosis, and harm, and also to 
randomized clinical trials (RCTs) that address treatment issues. 
For instance, an RCT finds that 10 of 100 treated patients die 
during treatment, as do 20 of 100 control patients. Does treat-
ment really reduce the death rate by 50%? Maybe, but aware-
ness of chance will leave us with some degree of uncertainty 
about the magnitude of the treatment effect—and perhaps about 
whether treatment helps at all.

In a study of congestive heart failure, 228 of 1320 patients 
(17%) with moderate to severe heart failure allocated to 
receive placebo died, as did 156 of 1327 (12%) allocated to 
receive bisoprolol.1 Although the true underlying reduc-
tion in the relative risk of dying is likely to be in the vicinity 
of the 32% suggested by the study, we must acknowledge 
that appreciable uncertainty remains about the true mag-
nitude of the effect (see Chapter 9, Confidence Intervals:  
Was the Single Study or Meta-analysis Large Enough?).

We have now addressed the question with which we started: 
“Why is it that no matter how powerful and well designed a 
study, we will never be sure of the truth?” The answer is that 
chance is directionless, and it is equally likely, for instance, to 
overestimate or underestimate treatment effects.

Bias

Bias is the term we use for the other reason study results may be 
misleading. In contrast to random error, bias leads to system-
atic deviations (ie, the error has direction) from the underlying 
truth. In studies of prognosis, bias leads us to falsely optimis-
tic or pessimistic conclusions about a patient’s fate. In studies 
of diagnosis, bias leads us to an overly optimistic (usually) or 
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pessimistic assessment of a test’s value in differentiating between 
those with and without a target condition. In treatment or harm 
studies, bias leads to either an underestimate or an overestimate 
of the underlying benefit or harm (Box 5-1).

Bias may intrude as a result of differences, other than the 
experimental intervention, between patients in treatment and 
control groups at the time they enter a study. At the start of a 
study, each patient, if left untreated, is destined to do well—
or poorly. To do poorly means to have an adverse event (eg, a 
stroke) during the study. We often refer to the adverse event that 
is the focus of a study as the target outcome or target event. Bias 
will result if treated and control patients differ in their prog-
nosis (ie, their likelihood of experiencing the target outcome) 
at the start of the study. For instance, if patients in the control 
group have more severe atherosclerosis or are older than their 
counterparts, their destiny will be to have a greater proportion 
of adverse events than those in the intervention or treatment 
group, and the results of the study will be biased in favor of the 
treatment group; that is, the study will yield a larger treatment 

Box 5-1

How Can a Study of an Intervention  
(Treatment) Be Biased?

Intervention and control groups may be different at the start

Example: patients in control group are sicker or older 

Intervention and control groups may, independent of the experi-

mental treatment, become different as the study proceeds

Example: patients in the intervention group receive effective 

additional medication

Intervention and control groups may differ, independent of treat-

ment, at the end

Example: more sick patients lost to follow-up in the interven-

tion group
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effect than would be obtained were the study groups prognosti-
cally similar at baseline.

Even if patients in the intervention and control groups 
begin the study with the same prognosis, the result may still be 
biased. This will occur if, for instance, effective interventions are 
differentially administered to treatment and control groups. For 
instance, in a study of a novel agent for the prevention of compli-
cations of atherosclerosis, the intervention group might receive 
more intensive statin therapy than the control group.

Finally, patients may begin prognostically similar, and stay 
prognostically similar, but the study may end with a biased 
result. This could occur if, for example, the study loses patients 
to follow-up (see Chapter 6, Therapy [Randomized Trials]) or 
because a study is stopped early because of an apparent large 
treatment effect.

Strategies for Reducing  
the Risk of Bias

This book teaches you how to recognize risk of bias not only 
in studies that address issues of therapy and harm but also 
in studies of prognosis and diagnosis. In studies of progno-
sis, investigators can reduce bias by enrolling a representative 
sample and ensuring they are completely followed up. In stud-
ies of diagnosis, investigators can ensure that they have chosen 
an appropriate criterion or gold standard for diagnosis and that 
those interpreting test results are unaware of the gold standard 
findings. In the remainder of this chapter, however, we focus on 
issues of therapy and harm.

We have noted that bias arises from differences in prognostic 
factors in treatment and control groups at the start of a study 
or from differences in prognosis that arise as a study proceeds. 
What can investigators do to reduce these biases? Table 5-1 sum-
marizes the available strategies to reduce biases in RCTs and 
observational studies.
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TABLE 5-1 

Ways of Reducing Bias in Studies of Therapy and Harm

Source of Bias Therapy: Strategy for Reducing 
Bias

Harm: Strategy for Reducing 
Bias

Differences Observed at the 
Start of the Study

Treatment and control patients  
differ in prognosis

Randomization Statistical adjustment for prognos-
tic factors in the analysis of data

Randomization with stratification Matching

Differences That Arise as the 
Study Proceeds

Placebo effects Blinding of patients Choice of outcomes (such as 
mortality) less subject to placebo 
effects

Cointervention Blinding of caregivers Documentation of treatment differ-
ences and statistical adjustment

Bias in assessment of outcome Blinding of assessors of outcome Choice of outcomes (such as mor-
tality) less subject to observer bias

(Continued)
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Source of Bias Therapy: Strategy for Reducing 
Bias

Harm: Strategy for Reducing 
Bias

Differences at the Completion  
of the Study

Loss to follow-up Ensuring complete follow-up Ensuring complete follow-up

Stopping study early because of 
large effect

Completing study as initially 
planned by sample size calculation

Not applicable

Omitting patients who did not 
receive assigned treatment

Including all patients for whom 
data are available in the arm to 
which they were randomized

Not applicable

TABLE 5-1 

Ways of Reducing Bias in Studies of Therapy and Harm (Continued)
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When studying new treatments, investigators can imple-
ment a large of number of strategies to limit the risk of bias. 
They can reduce the likelihood of differences in the prognos-
tic features in treated and untreated patients at baseline by 
randomly allocating patients to the 2 groups. They can bal-
ance placebo effects by administering identical-appearing but 
biologically inert treatments—placebos—to patients in the con-
trol group. Blinding clinicians to whether patients are receiving 
active or placebo therapy can eliminate the risk of important 
cointerventions, and blinding outcome assessors minimizes bias 
in the assessment of event rates.

Investigators studying either treatment effects or harm using 
observational study designs have far less control over the risk of 
bias. They must be content to compare patients whose exposure 
is determined by their choice or circumstances, and they can 
address potential differences in patients’ fate only by statistical 
adjustment for known prognostic factors. Blinding is impossible, 
so their best defense against placebo effects and bias in outcome 
assessment is to choose end points, such as death, that are less sub-
ject to these biases. Investigators who address both sets of ques-
tions can reduce bias by minimizing loss to follow-up (Table 5-1). 

Note that when investigators choose observational study 
designs to study treatment issues, clinicians must apply the 
risk of bias criteria developed primarily for questions of harm. 
Similarly, if the potentially harmful exposure is a drug with ben-
eficial effects, investigators may be able to randomize patients 
to intervention and control groups. In this case, clinicians can 
apply the risk of bias criteria designed primarily for therapy 
questions. Whether for issues of therapy or harm, the strength 
of inference from RCTs will almost invariably be greater than 
the strength of inference from observational studies.

Reference
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My Practice?
Were All Patient-Important Outcomes Considered?
Are the Likely Treatment Benefits Worth the Potential 
Harm and Costs?

Clinical Scenario Resolution
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CLINIcAL ScENARIo

A Patient With Peripheral Artery  
Disease: How Can I Improve Physical 

Function and Walking?
You are a general internist following up a 62-year-old man with 

a history of type 2 diabetes mellitus, hypertension, and hyperlip-

idemia who is taking oral hypoglycemics, a statin, and a thiazide-

like diuretic. A vascular surgeon recently evaluated the patient 

for intermittent claudication and made a diagnosis of peripheral 

artery disease. The surgeon prescribed low-dose aspirin and 

pentoxifylline to reduce the patient’s risk of vascular events and 

improve his ability to walk, citing 2 systematic reviews: a review 

of antiplatelet agents in peripheral artery disease that found a 

decrease in the odds of vascular events (odds ratio [OR], 0.78; 

95% confidence interval [CI], 0.63-0.96) and an increase in walk-

ing distance of 59 m (95% CI, 37-81 m) and another review of 

pentoxifylline in peripheral artery disease that increased maxi-

mum walking distance by 59 m (95% CI, 37-81 m).1,2 Despite the 

new treatments, the patient is unable to walk more than 2 minutes 

without pain and finds his quality of life substantially impaired.

Listening to the patient’s story of poor response to treatment 

and ongoing symptoms, you recall seeing an article that may be 

relevant. You ask him to return in a week for further review of his 

medications.

You formulate the relevant question for this individual: in a 
patient with debilitating peripheral vascular disease treated 
with antiplatelet therapy and not a candidate for surgery, 

Finding the Evidence
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how can we improve symptom-free walking? To conduct 
a rapid search focused on the most recent preappraised 
research (see Chapter 4, Finding Current Best Evidence), 
you opt for ACP Journal Club, directly accessible through 
your institution (http://acpjc.acponline.org). Typing the 
terms “peripheral vascular disease” and “intermittent clau-
dication” identifies 7 preappraised editorial summaries of 
studies, one of which turns out to be your target: Ramipril 
Improved Walking Times and QOL in Peripheral Artery 
Disease and Intermittent Claudication.3 You print a copy of 
the summary3 and the original full-text article that reports 
the results of the trial, Effect of Ramipril on Walking Times 
and Quality of Life Among Patients With Peripheral Artery 
Disease and Intermittent Claudication.4

This article describes a trial that includes 212 patients 
with peripheral artery disease and a history of stable 
intermittent claudication. Participants were randomly 
allocated to ramipril, 10 mg daily, or placebo for 24 weeks. 
The primary outcomes were pain-free walking time and 
maximum walking time.

The Users’ Guides

Box 6-1 presents our usual 3-step approach to using an article 
from the medical literature to guide your practice. You will find 
these criteria useful for a variety of therapy-related questions, 
including treating symptomatic illnesses (eg, asthma or arthritis), 
prevention of distant complications of illness (eg, cardiovascular 
death after myocardial infarction), screening for silent but treatable 
disease (eg, colon cancer screening), and choosing the optimal 
diagnostic approach (as in randomized trials of alternative diag-
nostic strategies that address patient-important outcomes).

http://acpjc.acponline.org
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BOX 6-1

Users’ Guides for an Article About Therapy
How serious was the risk of bias?

�Did intervention and control groups start with the same 

prognosis?

Were patients randomized?

Was randomization concealed?

�Were patients in the study groups similar with respect to 

known prognostic factors?

Was prognostic balance maintained as the study progressed?

To what extent was the study blinded?

�Were the groups prognostically balanced at the study’s 

completion?

Was follow-up complete?

�Were patients analyzed in the groups to which they were 

randomized?

Was the trial stopped early?

What are the results?

How large was the treatment effect?

How precise was the estimate of the treatment effect?

How can I apply the results to patient care?

Were the study patients similar to my patient?

Were all patient-important outcomes considered?

�Are the likely treatment benefits worth the potential harm and 

costs?

If the answer to one key question (“Were patients random-
ized?”) is no, some of the other questions (“Was randomization 
concealed?” “Were patients analyzed in the groups to which 
they were randomized?”) become irrelevant. Nonrandomized 
observational studies typically yield far weaker inferences than 
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randomized clinical trials (RCTs). Nevertheless, clinicians must 
use the best evidence available in managing their patients, even 
if the quality of that evidence is limited (see Chapter 2, What Is 
Evidence-Based Medicine?). The criteria in Chapter 10 (Harm 
[Observational Studies]) will help you assess an observational 
study that addresses a potential treatment that has not yet been 
evaluated in an RCT.

How Serious Is the Risk of Bias?

Did Intervention and Control Groups Start With  
the Same Prognosis?

Were Patients Randomized?
Consider the question of whether hospital care prolongs life. A 
study finds that more sick people die in the hospital than in the 
community. We would easily reject the naive conclusion that 
hospital care kills people because we recognize that hospitalized 
patients are sicker than patients in the community.

Although the logic of prognostic balance is vividly clear in 
comparing hospitalized patients with those in the community, it 
may be less obvious in other contexts. Many people believe that 
a diet rich in ω3 fatty acids will decrease their risk of a cardio-
vascular event. This belief arose from many observational stud-
ies in which people who ingested larger quantities of ω3 fatty 
acids had fewer cardiovascular events than those that who ate 
lesser quantities.5 However, large randomized trials did not find 
any benefits with ω3 fatty acid supplementation.6,7

Other surprises generated by randomized trials include the 
demonstration that antioxidant vitamins fail to reduce gastro-
intestinal cancer8—and one such agent, vitamin E, may actu-
ally increase all-cause mortality9—and that a variety of initially 
promising drugs increase mortality in patients with heart fail-
ure.10-12 Such surprises occur periodically when investigators 
conduct randomized trials to test the observations from studies 
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in which patients and physicians determine which treatment a 
patient receives.

The reason that studies in which patient or physician prefer-
ence determines whether a patient receives treatment or control 
(observational studies) often yield misleading results is that mor-
bidity and mortality result from many causes. Treatment studies 
attempt to determine the impact of an intervention on events 
such as stroke, myocardial infarction, and death—occurrences 
that we call the trial’s target outcomes. A patient’s age, the under-
lying severity of illness, the presence of comorbidity, and a host 
of other factors typically determine the frequency with which a 
trial’s target outcome occurs (prognostic factors or determinants 
of outcome). If prognostic factors—either those we know about 
or those we do not know about—prove unbalanced between a 
trial’s treatment and control groups, the study’s outcome will be 
biased, either underestimating or overestimating the treatment’s 
effect. Because known prognostic factors often influence clini-
cians’ recommendations and patients’ decisions about taking 
treatment, observational studies often yield biased results that 
may get the magnitude or even the direction of the effect wrong. 

Observational studies can theoretically match patients, 
either in the selection of patients for study or in the subsequent 
statistical analysis, for known prognostic factors (see Chapter 10, 
Harm [Observational Studies]). However, not all prognostic 
factors are easily measured or characterized, and in many dis-
eases only a few are known. Therefore, even the most careful 
patient selection and statistical methods are unable to completely 
address the bias in the estimated treatment effect. The power of 
randomization is that treatment and control groups are more 
likely to have a balanced distribution of known and unknown 
prognostic factors.

Consider again our example of the ω3 fatty acid studies. 
What was the cause of bias in the ω3 fatty acids observational 
studies? People who eat larger amounts of ω3 fatty acids may 
typically have a higher socioeconomic status than those who eat 
smaller amounts. In addition, patients who eat larger amounts 
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of ω3 fatty acids may eat fewer unhealthy foods and may be 
more careful with other important risk factors (eg, smoking and 
exercise). Their apparent benefit from ω3 fatty acids may reflect 
their healthier lifestyle. Whatever the explanation, we are now 
confident that it was their previous prognosis, rather than the ω3 
fatty acids, that led to lower rates of cardiovascular events.

Although randomization is a powerful technique, it does 
not always succeed in creating groups with similar prognosis. 
Investigators may make mistakes that compromise randomization, 
or randomization may fail because of chance—unlikely events  
sometimes happen. The next 2 sections address these issues.

When those enrolling patients are unaware and can-
not control the arm to which the patient is allocated, we refer 
to randomization as concealed. In unconcealed trials, those 
responsible for recruitment may systematically enroll sicker—
or less sick—patients to either a treatment or control group. This 
behavior will compromise the purpose of randomization, and 
the study will yield a biased result.13-15 Careful investigators will 
ensure that randomization is concealed through strategies such 
as remote randomization, in which the individual recruiting the 
patient makes a call to a methods center to discover the arm of 
the study to which the patient is assigned.

Consider, for instance, a trial of β-blockers vs angiotensin-
converting enzyme (ACE) inhibitors for hypertension 
treatment that used opaque numbered envelopes to con-
ceal randomization.16 At the time the study was conducted, 
evidence suggested that β-blockers were better for patients 
with heart disease. Significantly more patients with heart 
disease were assigned to receive β-blockers (P = .037). In 
addition, evidence suggested that ACE inhibitors were 
better for patients with diabetes mellitus. Significantly 
more patients with diabetes were assigned to receive ACE 
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Picture a trial testing a new treatment for heart failure 
that is enrolling patients classified as having New York 
Heart Association functional class III and class IV heart 
failure. Patients with class IV heart failure have a much 
worse prognosis than those with class III heart failure. 
The trial is small, with only 8 patients. One would not be 
surprised if all 4 patients with class III heart failure were 
allocated to the treatment group and all 4 patients with 
class IV heart failure were allocated to the control group. 
Such a result of the allocation process would seriously 
bias the study in favor of the treatment. Were the trial to 
enroll 800 patients, one would be startled if randomiza-
tion placed all 400 patients with class III heart failure in 
the treatment arm. The larger the sample size, the more 
likely randomization will achieve its goal of prognostic 
balance.

inhibitors (P = .048). It is possible that clinicians were 
opening envelopes and violating the randomization to 
ensure patients received what the clinicians believed was 
the best treatment. Thus, the prognostic balance that ran-
domization could have achieved was prevented.

Were Patients in the Treatment and Control Groups 
Similar With Respect to Known Prognostic Factors?

The purpose of randomization is to create groups whose prog-
nosis, with respect to the target outcomes, is similar. Sometimes, 
through bad luck, randomization will fail to achieve this goal. 
The smaller the sample size, the more likely the trial will have 
prognostic imbalance.
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You can check how effectively randomization has balanced 
known prognostic factors by looking for a display of patient 
characteristics of the treatment and control groups at the study’s 
commencement—the baseline or entry prognostic features. 
Although we will never know whether similarity exists for the 
unknown prognostic factors, we are reassured when the known 
prognostic factors are well balanced.

All is not lost if the treatment groups are not similar at 
baseline. Statistical techniques permit adjustment of the study 
result for baseline differences. When both adjusted analyses and 
unadjusted analyses generate the same conclusion, clinicians 
gain confidence that the risk of bias is not excessive.

Was Prognostic Balance Maintained  
as the Study Progressed?

To What Extent Was the Study Blinded?
If randomization succeeds, treatment and control groups begin 
with a similar prognosis. Randomization, however, provides 
no guarantees that the 2 groups will remain prognostically 
balanced. Blinding is the optimal strategy for maintaining prog-
nostic balance.

Box 6-2 describes 5 groups involved in clinical trials that, 
ideally, will remain unaware of whether patients are receiving 
the experimental therapy or control therapy. Patients who take 
a treatment that they believe is effective may feel and perform 
better than those who do not, even if the treatment has no bio-
logic activity. Although the magnitude and consistency of this 
placebo effect remain uncertain,17-20 investigators interested 
in determining the biologic impact of a treatment will ensure 
patients are blind to treatment allocation. Similarly, rigorous 
research designs will ensure blinding of those caring for par-
ticipants, as well as those collecting, evaluating, and analyzing 
data (Box 6-2). Demonstrations of bias introduced by unblind-
ing, such as the results of a trial in multiple sclerosis in which 
a treatment benefit judged by unblinded outcome assessors 
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BOX 6-2

Five Groups That Should, if Possible, Be Blind 
to Treatment Assignment

Patients

Clinicians 

 

Data collectors

Adjudicators of 

outcome

Data analysts

To avoid placebo effects

To prevent differential administration of 

therapies that affect the outcome of interest 

(cointervention)

To prevent bias in data collection

To prevent bias in decisions about whether or 

not a patient has had an outcome of interest

To avoid bias in decisions regarding data 

analysis

disappeared when adjudicators of outcome were blinded,21 
highlight the importance of blinding. The more subjectivity 
involved in judging whether a patient has had a target outcome, 
the more important blinding becomes. For example, blinding 
of an outcome assessor is unnecessary when the outcome is all-
cause mortality.

Finally, differences in patient care other than the interven-
tion under study—cointerventions—can, if they affect study 
outcomes, bias the results. Effective blinding eliminates the 
possibility of either conscious or unconscious differential admin-
istration of effective interventions to treatment and control 
groups. When effective blinding is not possible, documentation 
of potential cointerventions becomes important.

Were the Groups Prognostically Balanced at  
the Study’s Completion?

It is possible for investigators to effectively conceal and blind 
treatment assignment and still fail to achieve an unbiased result.



106    Users’ Guides to the Medical Literature

Was Follow-up Complete?
Ideally, at the conclusion of a trial, investigators will know the sta-
tus of each patient with respect to the target outcome. The greater 
the number of patients whose outcome is unknown—patients 
lost to follow-up—the more a study is potentially compromised. 
The reason is that patients who are lost to follow-up often have 
different prognoses from those who are retained—they may dis-
appear because they have adverse outcomes or because they are 
doing well and so did not return for assessment.22 The magnitude 
of the bias may be substantial. A systematic review suggested 
that up to a third of positive trials reported in high-impact jour-
nals may lose significance given plausible assumptions regarding 
differential loss to follow-up in treatment and control groups.23

When does loss to follow-up pose a serious risk of bias? 
Although you may run across thresholds such as 20% for 
a serious risk of bias, such rules of thumb are misleading. 
Consider 2 hypothetical randomized trials, each of which 
enters 1000 patients into both the treatment and control 
groups, of whom 30 (3%) are lost to follow-up (Table 6-1). 
In trial A, treated patients die at half the rate of the control  
group (200 vs 400), a relative risk (RR) of 50%. To what 
extent does the loss to follow-up threaten our inference 
that treatment reduces the death rate by half? If we assume 
the worst (ie, that all treated patients lost to follow-up 
died), the number of deaths in the experimental group 
would be 230 (23%). If there were no deaths among the 
control patients who were lost to follow-up, our best esti-
mate of the effect of treatment in reducing the RR of death 
decreases from 200/400, or 50%, to 230/400, or 58%. Thus, 
even assuming the worst makes little difference to the best 
estimate of the magnitude of the treatment effect. Our 
inference is therefore secure.
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Contrast this with trial B. Here, the RR of death is 
also 50%. In this case, however, the total number of deaths 
is much lower; of the treated patients, 30 die, and the 
number of deaths in control patients is 60. In trial B, if 
we make the same worst-case assumption about the fate 
of the patients lost to follow-up, the results would change 
markedly. If we assume that all patients initially allocated 
to treatment—but subsequently lost to follow-up—die, 
the number of deaths among treated patients increases 
from 30 to 60, which is equal to the number of control 
group deaths. If this assumption is accurate, we would have 
60 deaths in both the treatment and control groups, and 
the effect of treatment would decrease to 0. Because of this 
marked change in the treatment effect (50% RR if we ignore 
those lost to follow-up; 100% RR if we assume all patients 
in the treatment group who were lost to follow-up died), 
the 3% loss to follow-up in trial B threatens our inference 
about the magnitude of the RR.

Of course, this worst-case scenario is unlikely. When 
a worst-case scenario, were it true, substantially alters the 
results, you must judge the plausibility of a markedly dif-
ferent outcome event rate in the treatment and control 
group patients lost to follow-up. Ideally, investigators 
would conduct sensitivity analyses to deal with this issue. 
Because they seldom do, guidelines are available to help 
you should you choose to make your own judgment of the 
trial’s vulnerability to loss to follow-up.23

Thus, loss to follow-up may substantially increase the risk 
of bias. If assuming a worst-case scenario does not change the 
inferences arising from study results, then loss to follow-up is 
unlikely a problem. If such an assumption would significantly 
alter the results, the extent to which bias is introduced depends 
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on how likely it is that treatment patients lost to follow-up fared 
badly, whereas control patients lost to follow-up fared well. That 
decision is a matter of judgment.

Was the Trial Stopped Too Early?
Stopping trials early (ie, before enrolling the planned sample 
size) when one sees an apparent large benefit is risky and may 
compromise randomization. These stopped early trials run the 
risk of greatly overestimating the treatment effect.24 

A trial designed with too short a follow-up also may com-
promise crucial information that adequate length of follow-
up would reveal. For example, consider a trial that randomly 
assigned patients with an abdominal aortic aneurysm to either 
an open surgical repair or a less invasive, endovascular repair 
technique.25 At the end of the 30-day follow-up, mortality was 

Table 6-1

When Does Loss to Follow-up Seriously Increase Risk of Bias?

Trial A Trial B

Treatment Control Treatment Control

No. of patients 
randomized

1000 1000 1000 1000

No. (%) lost to 
follow-up

30 (3) 30 (3) 30 (3) 30 (3)

No. (%) of deaths 200 (20) 400 (40) 30 (3) 60 (6)

RR not counting 
patients lost to 
follow-up

0.2/0.4 = 0.50 0.03/0.06 = 0.50

RR for worst-case 
scenarioa

0.23/0.4 = 0.58 0.06/0.06 = 1

Abbreviation: RR, relative risk.
aThe worst-case scenario assumes that all patients allocated to the treatment group 
and lost to follow-up died and all patients allocated to the control group and lost to 
follow-up survived.
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significantly lower in the endovascular technique group (relative 
risk reduction [RRR], 0.61; 95% CI, 0.13-0.82). The investigators 
followed up participants for an additional 2 years and found that 
there was no difference in mortality between groups after the 
first year. Had the trial ended earlier, the endovascular technique 
may have been considered substantially better than the open sur-
gical technique.

Were Patients Analyzed in the Groups to Which  
They Were Randomized?
Investigators will undermine the benefits of randomization if 
they omit from the analysis patients who do not receive their 
assigned treatment or, worse yet, count events that occur in non-
adherent patients who were assigned to treatment against the 
control group. Such analyses will bias the results if the reasons for 
nonadherence are related to prognosis. In a number of random-
ized trials, patients who did not adhere to their assigned drug 
regimens fared worse than those who took their medication as 
instructed, even after taking into account all known prognostic 
factors.26-31 When adherent patients are destined to have a better 
outcome, omitting those who do not receive assigned treatment 
undermines the unbiased comparison provided by randomiza-
tion. Investigators prevent this bias when they follow the inten-
tion-to-treat principle and analyze all patients in the group to 
which they were randomized irrespective of what treatment they 
actually received.32 Following the intention-to-treat principle 
does not, however, reduce bias associated with loss to follow-up.33

Using the Guide

Returning to our opening clinical scenario, did the experimental and 

control groups begin the study with a similar prognosis? The study 

was randomized and allocation was concealed; 212 patients par-

ticipated and 95% were followed up.4 The investigators followed the 
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intention-to-treat principle, including all patients they had followed 

up in the arm to which they were randomized, and stopped when 

they reached the planned sample size. There were more patients 

who had occlusive arterial disease (39.6% vs 22.7%) in the ramipril 

group. This finding could bias the results in favor of the placebo 

group, and the investigators do not provide an adjusted analysis 

for the baseline differences. Clinicians, patients, data collectors, 

outcomes assessors, and data analysts were all blind to allocation.

The final risk of bias assessment represents a continuum from 

studies that are at very low risk of bias to others that are at very 

high risk of yielding a biased estimate of effect. Inevitably, where 

a study lies in this continuum involves some judgment. In this 

case, despite uncertainty about baseline differences between the 

groups, we conclude that the risk of bias is low.

What Are the Results?

How Large Was the Treatment Effect?

Most frequently, RCTs monitor dichotomous outcomes (eg, “yes” 
or “no” classifications for cancer recurrence, myocardial infarc-
tion, or death). Patients either have such an event or they do not, 
and the article reports the proportion of patients who develop 
such events. Consider, for example, a study in which 20% of a 
control group died but only 15% of those receiving a new treat-
ment died (Table 6-2). How might one express these results?

One possibility is the absolute difference (known as the 
absolute risk reduction [ARR] or risk difference) between the 
proportion who died in the control group (control group risk 
[CGR]) and the proportion who died in the experimental group 
(experimental group risk [EGR]), or CGR − EGR = 0.20 − 0.15 = 
0.05. Another way to express the impact of treatment is as  
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Table 6-2

Results From a Hypothetical Randomized Trial

Exposure

Outcome, No. of Patients

Death Survival Total

Treatment (experimental) 15 85 100

Control 20 80 100

Control group risk (CGR): 20/100 = 20%

Experimental group risk (EGR): 15/100 = 15%

Absolute risk reduction or risk difference: CGR − EGR, 20% − 
15% = 5%

Relative risk: EGR/CGR = (15/100)/(20/100) × 100% = 75%

Relative risk reduction: [1 − (EGR/CGR)] × 100% = 1 − 75%  
= 25%

Abbreviations: CGR, control group risk; EGR, experimental group risk.

the RR: the risk of events among patients receiving the new 
treatment relative to that risk among patients in the control 
group, or EGR/CGR = 0.15/0.20 = 0.75.

The most commonly reported measure of dichotomous 
treatment effects is the complement of the RR, the RRR. It is 
expressed as a percentage: 1 − (EGR/CGR) × 100% = (1 − 0.75) ×  
100% = 25%. An RRR of 25% means that of those who would have 
died had they been in the control group, 25% will not die if they 
receive treatment; the greater the RRR, the more effective the ther-
apy. Investigators may compute the RR during a specified period, 
as in a survival analysis; the relative measure of effect in such a  
time-to-event analysis is called the hazard ratio (see Chapter  8, 
Does Treatment Lower Risk? Understanding the Results). When 
people do not specify whether they are talking about RRR or 
ARR—for instance, “Drug X was 30% effective in reducing the 
risk of death” or “The efficacy of the vaccine was 92%”—they 
are almost invariably talking about RRR (see Chapter 8, Does 
Treatment Lower Risk? Understanding the Results).
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How Precise Was the Estimate of the Treatment Effect?

We can never be sure of the true risk reduction; the best esti-
mate of the true treatment effect is what we observe in a well-
designed randomized trial. This estimate is called a point 
estimate to remind us that, although the true value lies some-
where in its neighborhood, it is unlikely to be precisely correct. 
Investigators often tell us the neighborhood within which the 
true effect likely lies by calculating CIs, a range of values within 
which one can be confident the true effect lies.34

We usually use the 95% CI (see Chapter 9, Confidence 
Intervals: Was the Single Study or Meta-analysis Large Enough?). 
You can consider the 95% CI as defining the range that—assum-
ing the study has low risk of bias—includes the true RRR 95% of 
the time. The true RRR will generally lie beyond these extremes 
only 5% of the time, a property of the CI that relates closely to 
the conventional level of statistical significance of P < .05. We 
illustrate the use of CIs in the following examples.

Example 1

If a trial randomized 100 patients each to experimental 
and control groups, and there were 20 deaths in the con-
trol group and 15 deaths in the experimental group, the 
authors would calculate a point estimate for the RRR of 
25% [CGR = 20/100 or 0.20, EGR = 15/100 or 0.15, and 
1 − EGR/CGR = (1 − 0.75) × 100 = 25%]. You might 
guess, however, that the true RRR might be much smaller 
or much greater than 25%, based on a difference of only  
5 deaths. In fact, you might surmise that the treatment 
might provide no benefit (an RRR of 0%) or might even do 
harm (a negative RRR). And you would be right; in fact, 
these results are consistent with both an RRR of −38% (that 
is, patients given the new treatment might be 38% more 
likely to die than control patients) and an RRR of nearly 
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59% (ie, patients subsequently receiving the new treatment 
might have a risk of dying almost 60% less than those who 
are not treated). In other words, the 95% CI on this RRR is 
−38% to 59%, and the trial really has not helped us decide 
whether or not to offer the new treatment (Figure 6-1).

RRR, %
–50 –25 0 25 50

9–38

Study A:
100 patients/group

Study B:
1000 patients/group

41 59

Figure 6-1

Confidence Intervals in Trials of Various Sample Size

Abbreviation: RRR, relative risk reduction.

Two studies with the same point estimate, a 25% RRR, but different sample sizes 
and correspondingly different CIs. The x-axis represents the different possible RRR, 
and the y-axis represents the likelihood of the true RRR having that particular value. 
The solid line represents the CI around the first example, in which there were 100 
patients per group, and the number of events in the active and control groups 
were 15 and 20, respectively. The dashed line represents the CI around the second 
example, in which there were 1000 patients per group, and the number of events in 
the active and control groups were 150 and 200, respectively.

Example 2

What if the trial enrolled 1000 patients per group rather 
than 100 patients per group, and the same event rates were 
observed as before, so that there were 200 deaths in the 
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control group (CGR = 200/1000 = 0.20) and 150 deaths 
in the experimental group (EGR = 150/1000 = 0.15)? 
Again, the point estimate of the RRR is 25% (1 – EGR/
CGR = 1 – [0.15/0.20] × 100 = 25%).

In this larger trial, you might think that our confi-
dence that the true reduction in risk is close to 25% is 
much greater; again, you would be right. The 95% CI on 
the RRR for this set of results is all on the positive side of 
0 and runs from 9% to 41% (Figure 6-1).

These examples show that the larger the sample size 
and higher the number of outcome events in a trial, the 
greater our confidence that the true RRR (or any other 
measure of effect) is close to what we observed. The point 
estimate—in this case, 25%—is the one value most likely 
to represent the true RRR. As one considers values farther 
and farther from the point estimate, they become less and 
less likely to represent the truth. By the time one crosses 
the upper or lower boundaries of the 95% CI, the values 
are unlikely to represent the true RRR. All of this assumes 
the study is at low risk of bias.

Not all randomized trials have dichotomous out-
comes, nor should they. In a study of respiratory muscle 
training for patients with chronic airflow limitation, one 
primary outcome measured how far patients could walk 
in 6 minutes in an enclosed corridor.35 This 6-minute walk 
improved from a mean of 406 to 416 m (up 10 m) in the 
experimental group receiving respiratory muscle training, 
and 409 to 429 m (up 20 m) in the control group. The 
point estimate for improvement in the 6-minute walk due 
to respiratory muscle training therefore was negative, at 
−10 m (or a 10-m difference in favor of the control group).

Here, too, you should look for the 95% CIs around this 
difference in changes in exercise capacity and consider their 
implications. The investigators tell us that the lower bound-
ary of the 95% CI was −26 (ie, the results are consistent 
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Having determined the magnitude and precision of the 
treatment effect, clinicians can turn to the final question of how 
to apply the article’s results to their patients.

with a difference of 26 m in favor of the control treatment) 
and the upper boundary was 5 m. Even in the best of cir-
cumstances, patients are unlikely to perceive adding 5 m 
to the 400 recorded at the start of the trial as important, 
and this result effectively excludes an important benefit of 
respiratory muscle training as applied in this study.

Using the Guide

Using the numbers provided in the article,4 patients in the ramipril 

group walked 75 seconds (95% CI, 60-89 seconds) longer with-

out pain than the placebo group and 255 seconds (95% CI, 215-

295 seconds) longer overall. The effect of ramipril is convincing 

given that the 95% CIs are narrow and the lower boundaries are 

far from showing no effect (ie, 0 seconds). The clinical importance 

of walking 75 seconds without pain is likely noticeable given that 

they could walk a mean of 140 seconds without pain at baseline. 

This finding is consistent with a substantial improvement in a sec-

ondary outcome, a measure of health-related quality of life, for 

patients in the ramipril group.

How Can I Apply the Results  
to Patient Care?

Were the Study Patients Similar to the Patient  
in My Practice?

If the patient before you would have qualified for enrollment in 
the study, you can apply the results with considerable confidence 
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or consider the results generalizable. Often, your patient has 
different attributes or characteristics from those enrolled in 
the trial and would not have met a study’s eligibility criteria. 
Patients may be older or younger, may be sicker or less sick, 
or may have comorbid disease that would have excluded them 
from participation in the study.

A study result probably applies even if, for example, adult 
patients are 2 years too old for enrollment in the study, had 
more severe disease, had previously been treated with a com-
peting therapy, or had a comorbid condition. A better approach 
than rigidly applying the study inclusion and exclusion criteria is 
to ask whether there is some compelling reason why the results 
do not apply to the patient. You usually will not find a compel-
ling reason, in which case you can generalize the results to your 
patient with confidence.

A related issue has to do with the extent to which we can 
generalize findings from a study using a particular drug to 
another closely (or not so closely) related agent. The issue of 
drug class effects and how conservative one should be in assum-
ing class effects remains controversial. Generalizing findings 
of surgical treatment may be even riskier. Randomized trials of 
carotid endarterectomy, for instance, demonstrate much lower 
perioperative rates of stroke and death than one might expect in 
one’s own community, which may reflect on either the patients 
or surgeons (and their relative expertise) selected to participate 
in randomized trials.36 An example of how expertise might be 
considered is provided below.

Expertise in Procedural Interventions
Unlike pharmacologic interventions in which we expect the 
intervention to vary minimally between patients, procedural 
interventions may differ substantially based on the expertise 
of the physician and the technology available to deliver the 
intervention. 
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For example, it is suggested that “off-pump” coronary 
artery bypass surgery reduces the risk of postoperative 
complications compared with the traditional “on-pump” 
technique. When the 2 techniques are compared in a 
randomized trial, one must be careful interpreting the 
results because of potential differences in expertise. For 
example, if surgeons participating in the trial are, on 
average, less skilled with the off-pump technique, the 
outcomes of patients in the off-pump group may reflect 
surgeon inexperience more than the true risks and merits 
of the technique. Further, surgeons may choose to switch 
from off-pump to on-pump technique more frequently 
than they would switch from on-pump to off-pump. This 
will bias the result toward demonstrating no difference 
between the techniques. One way of preventing these 
misleading results is by ensuring only surgeons with suf-
ficient expertise in both on-pump and off-pump tech-
niques are allowed to participate in the trial, as was done 
in the CABG Off or On Pump Revascularization Study 
(CORONARY) trial.37 Another method of preventing this 
differential expertise bias is to randomize patients to a 
surgeon with expertise in one technique or to a surgeon 
with expertise in the alternate technique rather than ran-
domize the patient to a surgeon who will perform either 
procedure to which the patient is randomized.38

A final issue arises when a patient fits the features of a 
subgroup of patients in the trial report. We encourage you to be 
skeptical of subgroup analyses.39 The treatment is likely to ben-
efit the subgroup more or less than the other patients only if the 
difference in the effects of treatment in the subgroups is large 
and unlikely to occur by chance. Even when these conditions 
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apply, the results may be misleading, particularly when investi-
gators did not specify their hypotheses before the study began, 
if they had a large number of hypotheses, or if other studies fail 
to replicate the finding.40

Were All Patient-Important Outcomes Considered?

Treatments are indicated when they provide important benefits. 
Demonstrating that a bronchodilator produces small increments 
in forced expiratory volume in patients with chronic airflow 
limitation, that a vasodilator improves cardiac output in heart 
failure patients, or that a lipid-lowering agent improves lipid 
profiles does not provide sufficient justification for administer-
ing these drugs. In these instances, investigators have chosen 
substitute outcomes or surrogate outcomes rather than those that 
patients would consider important. What clinicians and patients 
require is evidence that the treatments improve outcomes that 
are important to patients, such as reducing shortness of breath 
during the activities required for daily living, avoiding hospital-
ization for heart failure, or decreasing the risk of a major stroke.41

Trials of the impact of antiarrhythmic drugs after myocar-
dial infarction illustrate the danger of using substitute outcomes 
or end points. Because abnormal ventricular depolarizations 
were associated with a high risk of death and antiarrhythmic 
drugs demonstrated a reduction in abnormal ventricular depo-
larizations (the substitute end point), it made sense that they 
should reduce death. A group of investigators performed ran-
domized trials on 3 agents (encainide, flecainide, and morici-
zine) that were previously found to be effective in suppressing 
the substitute end point of abnormal ventricular depolariza-
tions. The investigators had to stop the trials when they discov-
ered that mortality was substantially higher in patients receiving 
antiarrhythmic treatment than in those receiving placebo.42,43 
Clinicians relying on the substitute end point of arrhythmia 
suppression would have continued to administer the 3 drugs, to 
the considerable detriment of their patients.
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Even when investigators report favorable effects of treat-
ment on a patient-important outcome, you must consider 
whether there may be deleterious effects on other outcomes. For 
instance, cancer chemotherapy may lengthen life but decrease 
its quality. Randomized trials often fail to adequately document 
the toxicity or adverse effects of the experimental intervention.44

Composite end points represent a final dangerous trend in 
presenting outcomes. Like surrogate outcomes, composite end 
points are attractive for reducing sample size and decreasing 
length of follow-up. Unfortunately, they can mislead. For exam-
ple, a trial that reduced a composite outcome of death, nonfa-
tal myocardial infarction, and admission for an acute coronary 
syndrome actually demonstrated a trend toward increased mor-
tality with the experimental therapy and convincing effects only 
on admission for an acute coronary syndrome.45 The composite 
outcome would most strongly reflect the treatment effect of the 
most common of the components, admission for an acute coro-
nary syndrome, even though there is no convincing evidence 
the treatment reduces the risk of death or myocardial infarction.

Another long-neglected outcome is the resource implica-
tions of alternative management strategies. Health care systems 
face increasing resource constraints that mandate careful atten-
tion to economic analysis.

Are the Likely Treatment Benefits Worth  
the Potential Harm and Costs?

If the results of a study apply to your patient and the outcomes are 
important to your patient, the next question concerns whether the 
probable treatment benefits are worth the associated risks, burden, 
and resource requirements. A 25% reduction in the RR of death 
may sound impressive, but its impact on your patient may never-
theless be minimal. This notion is illustrated by using a concept 
called number needed to treat (NNT), the number of patients who 
must receive an intervention of therapy during a specific period 
to prevent 1 adverse outcome or produce 1 positive outcome.46
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The impact of a treatment is related not only to its RRR but 
also to the risk of the adverse outcome it is designed to prevent. 
One large trial in myocardial infarction suggests that clopido-
grel in addition to aspirin reduces the RR of death from a car-
diovascular cause, nonfatal myocardial infarction, or stroke by 
approximately 20% in comparison to aspirin alone.47 Table 6-3 
considers 2 patients presenting with acute myocardial infarction 
without elevation of ST segments on their electrocardiograms.

Table 6-3

Considerations in the Decision to Treat 2 Patients With Myocardial 
Infarction With Clopidogrel and Aspirin or Aspirin Alone

Grade Risk of Death 
or MI 1 Year 
After MI With 
Aspirin Alone 
(CER)

Risk With 
Clopidogrel 
Plus Aspirin 
(EGR) (ARR  
= CGR – EGR)

NNT (100/
ARR When 
ARR Is 
Expressed as 
a Percentage)

40-year-old 
man with 
small MI

5.3% 4.2% (1.1% or 
0.011)

91

70-year-old 
man with 
large MI and 
heart failure

36% 28.8% (7.2% 
or 0.072)

14

Abbreviations: ARR, absolute risk reduction; CER, control event rate; CGR, control 
group risk; EGR, experimental group risk; MI, myocardial infarction; NNT, number 
needed to treat.

In the first case, a 40-year-old man presents with electro-
cardiographic findings that suggest an inferior myocar-
dial infarction without ST-segment elevation. You find 
no signs of heart failure; the patient is in normal sinus 
rhythm, with a rate of 80/min; and he does not have ele-
vated troponin. This individual’s risk of death or recurrent 



6: Therapy (Randomized Trials)    121

myocardial infarction in the next year is estimated to be 
5.3%. Compared with aspirin alone, clopidogrel in addition 
to aspirin would reduce this risk by 20% to 4.2%, an ARR 
of 1.1% (0.011). The inverse of this ARR (ie, 100 divided by 
the ARR expressed as a percentage) is equal to the num-
ber of such patients we would have to treat to prevent 1 
event (ie, 1 death, or recurrent myocardial infarction after 
a mild myocardial infarction in a low-risk patient), the 
NNT. In this case, we would have to treat approximately 91 
such patients to prevent 1 recurrent myocardial infarction 
or save 1 life (100/1.1 = 91). Given the small decrease in 
the outcome of death, recurrent myocardial infarction, or 
stroke (most noticeably recurrent myocardial infarction) 
with clopidogrel, the small increased risk of major bleed-
ing associated with clopidogrel, and its additional cost, 
many clinicians might prefer aspirin alone in this patient. 

In the second case, a 70-year-old man presents with 
electrocardiographic signs of anterior myocardial infarc-
tion with pulmonary edema and cardiogenic shock. His 
risk of dying or having a recurrent myocardial infarction 
in the subsequent year is approximately 36%. A 20% RRR 
of death in such a high-risk patient generates an ARR of 
7.2% (0.072), and we would have to treat only 14 such 
individuals to avert a recurrent myocardial infarction or 
death (100/7.2 = 13.8). Many clinicians would consider 
clopidogrel in addition to aspirin.

A key element of the decision to start therapy, therefore, is 
to consider the patient’s risk of the event if left untreated. For 
any given RRR, the higher the probability that a patient will 
experience an adverse outcome if we do not treat, the more 
likely the  patient will benefit from treatment and the fewer 
such  patients we need to treat to prevent 1 adverse outcome 
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(see Chapter 8, Does Treatment Lower Risk? Understanding 
the  Results). Knowing the NNT assists clinicians in helping 
patients weigh the benefits and downsides associated with 
their management options. 

Trading off benefits and risks also requires an accurate 
assessment of the adverse effects of treatment. Randomized tri-
als with relatively small sample sizes are unsuitable for detect-
ing rare but catastrophic adverse effects of therapy. Clinicians 
often must look to other sources of information—often char-
acterized by higher risk of bias—to obtain an estimate of the 
adverse effects of therapy (see Chapter 10, Harm [Observational 
Studies]). 

When determining the optimal treatment choice based on 
the relative benefits and harms of a therapy, the values and pref-
erences of each individual patient must be considered. How best 
to communicate information to patients and how to incorpo-
rate their values into clinical decision making remain areas of 
active investigation in evidence-based medicine (see Chapter 18, 
Decision Making and the Patient).

Clinical Scenario Resolution 

The study that we identified found an increase in pain-free and 

total walking time of patients with peripheral arterial disease 

treated with ramipril compared with placebo.4 The authors did 

not describe any harmful effects of ramipril other than more with-

drawals due to cough than placebo-treated patients. This finding 

may leave some uncertainty as to the net benefits to patients. In 

particular, there is no mention of kidney failure or hyperkalemia-

induced cardiac arrest, the most serious adverse effects asso-

ciated with ramipril. However, there is a large body of literature 

on patients with other types of vascular disease that suggests 

that ramipril, at the dose used in this study, is well tolerated and 

safe, particularly if clinicians monitor patients periodically for 
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the precursors to these adverse effects (ie, changes in kidney 

function or serum potassium). 

Your patient is significantly limited by his intermittent clau-

dication. He is similar to patients included in this study. Given 

the treatment effect on walking time and the observed effect on 

health-related quality of life, as well as an apparently minimal side 

effect profile, the study suggests patient-important benefits to 

taking ramipril.

The patient finds his limited walking ability and the pain he 

experiences debilitating. He believes that being able to walk for 

1 additional minute would be worthwhile. He is, however, under 

financial stress and is concerned that ramipril costs $1.20 per pill, 

or approximately $450 in the next year. You explain that the inves-

tigators’ choice of medication leaves some doubt about the best 

drug to use. The investigators could have chosen lisinopril, an ACE 

inhibitor with marginal differences from ramipril, which the patient 

can purchase for approximately one-third the price. Ultimately, 

implicitly accepting a class effect, the patient chooses the lisinopril.
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Introduction

Traditionally, randomized clinical trials (RCTs) have sought 
to ascertain whether an experimental treatment is superior 
to standard treatment or placebo in improving quality of life 
or preventing morbid or mortal events—what we will refer to 
as effectiveness outcomes. In these superiority trials, the pri­
mary objective is to determine the magnitude of increased 

CLINIcAL ScENARIo

You are an internist seeing a 51-year-old woman with severe 

osteoarthritis and limited mobility who presents with progressive 

dyspnea for a 3-day period. She is subjectively in distress, with 

a pulse of 105/min, a respiratory rate of 28/min, and an arterial 

oxygen saturation of 85% while breathing room air. Aside from 

her arthritis, the physical examination findings are unremark-

able, and a lower-extremity examination reveals no sign of deep 

venous thrombosis. A computed tomographic (CT) pulmonary 

angiogram reveals unequivocal clot in 2 lobar arteries.

Recently, you have been treating patients with deep venous 

thrombosis without hospital admission using low-molecular-

weight heparin (LMWH) administration in the outpatient setting. 

You are less comfortable not admitting a patient in the more 

dangerous setting of pulmonary embolism. You recall receiv-

ing, from the updating service to which you subscribe (see  

Chapter 4, Finding Current Best Evidence), a recent random-

ized trial that addressed this issue. Before discussing the issue 

of inpatient vs outpatient treatment with your patient, you 

quickly review the article.1 In doing so, you find that the trial 

tested for noninferiority and you wonder, as you begin to read 

the methods and results, if there are special issues you should 

consider when using this article to guide your clinical care.
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benefit of the experimental intervention over standard therapy 
on effectiveness outcomes.

Recently, another paradigm has emerged that offers novel 
experimental treatments not on the basis of superiority in effec­
tiveness outcomes but instead because they reduce harms or 
other treatment burdens relative to standard treatment. In mod­
ern medicine, clinicians are fortunate to have many effective 
treatments; unfortunately, these treatments are often associated 
with harms, inconvenience, or excessive cost. For these inter­
ventions, reducing treatment burden, including limitations and 
inconvenience, becomes a legitimate goal of innovative therapy.

In such instances, a question arises: can clinicians be con­
fident that the experimental treatment’s impact on effectiveness 
outcomes—the prime reason for wanting to prescribe it—is 
sufficiently close to that of standard treatment that they are com­
fortable substituting it for the existing standard? In technical terms, 
is the novel treatment noninferior to the standard treatment?

Noninferiority trials provide an alternative to equivalence 
trials, which endeavor to establish that an experimental treatment 
is neither better nor worse (beyond a specified margin) than the 
standard. In contrast, the noninferiority trialist is unconcerned 
if the experimental treatment is better as long as it is “not much 
worse.” Perhaps illustrating the limitations of the term, a nonin­
ferior treatment may thus be inferior, just not so inferior that it 
would cause concern. How much worse (ie, how much less effec­
tive) clinicians should consider acceptable will depend on the 
importance of the effectiveness outcome and the magnitude of 
the reduction in harms or burden achieved by the new treatment.

Consider how the concept of “not much worse” plays 
out for the patient in the previously presented scenario. 
She may dislike spending time in the hospital and may 
strongly prefer treatment at home, but there may be risks 
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The example illustrates the following point: given that 
patients will choose the new experimental treatment only if 
the risks are not much worse than the standard treatment, the 
critical issue in interpreting noninferiority trials is the choice 
of an acceptable threshold of “not much worse.” This nonin­
feriority threshold (the dashed line labeled Δ in Figure 7-1) is 
the maximum allowable excess of outcome events that arises 

she incurs in choosing home management. Perhaps the 
care she would receive in the hospital would result in a 
lower risk of recurrent venous thromboembolism (VTE) 
and a lower risk of serious bleeding, which can complicate 
antithrombotic therapy. Would our patient be willing to 
incur the additional risk of VTE or serious bleeding that 
may be associated with home management? If so, what 
level of increased risk would she be willing to tolerate?

Figure 7-1

Possible Outcome Scenarios in Noninferiority Trials

Risk Difference or Relative Risk

∆

Favors standard treatmentFavors novel treatment

Superior
Scenario A

Noninferior
Scenario B

Indeterminate
Scenario C

Inferior
Scenario D

0

The dashed line labeled Δ represents the noninferiority threshold or the maximum 
allowable excess of outcome events arising from the experimental treatment com-
pared with the standard treatment. The tinted area represents the noninferiority zone.
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from the experimental treatment compared with the standard 
treatment. 

When designing noninferiority trials, investigators set 
their own thresholds, typically using statistically based criteria. 
However, there is no universally accepted method for defining 
an appropriate threshold. It depends on the eye of the beholder. 
Experts have recommended using sound statistical reasoning and 
clinical judgment in determining noninferiority thresholds.2,3 
What is sound reasoning for one observer, however, may strike 
another as misguided.

The US Food and Drug Administration (FDA) has pro­
duced draft guidance regarding noninferiority thresholds that 
has proved highly influential.4 The logic of the FDA’s approach 
begins by considering the smallest plausible benefit achieved by 
the existing standard treatment with which the experimental—
and it is hoped noninferior—treatment is compared. One estab­
lishes the smallest plausible benefit of the existing standard 
treatment by examining the results of a trial of that treatment 
against the previous best care or placebo. To establish the small­
est plausible benefit, one focuses on the confidence interval (CI) 
around the observed estimate of effect (in technical terms, the 
CI around the point estimate) and, in particular, the boundary 
of the CI nearest to no effect.

For instance, the point estimate may suggest that the exist­
ing standard treatment decreases the absolute incidence of 
stroke, relative to placebo, by an absolute difference of 3%, with 
a 95% CI of 2% to 4% (Figure 7-2, top graph). The smallest plau­
sible benefit of the standard drug is then 2%, or 2 fewer strokes 
for every 100 patients treated.

If the 95% CIs around the difference in strokes in a sub­
sequent trial testing an experimental drug for noninferiority 
include an increase in strokes of 2% (for instance, a point 
estimate of no difference, with a CI of a 2% decrease to a 2% 
increase), the results are consistent with the new drug being no 
better than placebo (Figure 7-2, scenario A). This is because 
the absolute benefit of the existing standard may be a reduction 
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in strokes of as little as 2%, and those receiving the experi­
mental treatment may have a stroke rate of 2% more than the 
standard treatment—exactly equivalent to the rate on placebo.

The logic then goes that we should insist on some pres­
ervation of the treatment effect. Commonly, drug regulatory 
authorities stipulate that at least 50% of that minimal treat­
ment effect be preserved. The threshold would, in this example,  
be 1%; if the experimental treatment increases strokes by no 

Figure 7-2

Setting an Acceptable Noninferiority Threshold

A, Standard treatment decreases the absolute incidence of stroke, relative to 
placebo, by 3%, with a 95% CI of 2% to 4%. B, The blue dashed line represents 
the noninferiority zone. In scenario A, the 95% CIs around the difference in 
strokes between the experimental treatment and the standard treatment include 
an increase in incidence of strokes by as much as 2% with the experimental 
treatment, thereby failing to retain 50% of the minimal treatment effect of the 
standard treatment. In scenario B, the same 95% CIs suggest that the experimental 
treatment increases the incidence of strokes by no more than 1%, thus successfully 
preserving at least 50% of the 2% absolute reduction in stroke with the standard 
treatment.

Absolute Difference in Incidence of Strokes, %

Results from subsequent noninferiority trials of novel treatment vs standard treatment

∆

Favors standard treatmentFavors novel treatment
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Absolute Difference in Incidence of Strokes, %

Results from prior trial of standard treatment vs placebo
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more than 1% relative to the existing standard, at least 50% 
of the 2% absolute reduction in stroke has been preserved5,6 
(Figure 7-2, scenario B). Depending on the seriousness of the 
outcome, some may argue for retaining a greater proportion of 
benefit, resulting in a more challenging noninferiority margin. 
We have focused herein on expression of the noninferiority 
margin in absolute terms; sometimes, the choice of threshold is 
based on a relative rather than an absolute effect.

Using the Guide

Sometimes, the standard approaches to setting noninferiority 

thresholds are not applicable, as was the case in the trial of inpa-

tient vs outpatient treatment for pulmonary embolism. Because 

there are no randomized trials that compare anticoagulation to 

no anticoagulation in pulmonary embolism, the authors could 

not use the procedure for setting the noninferiority margin 

described in the previously presented scenario. As an alter-

native, they first considered the likelihood of recurrent VTE at  

90 days in low-risk inpatients with pulmonary embolism, which 

they estimated at 0.9%. They then specified a noninferiority 

margin of 4% (implying that patients would find it acceptable 

if the rate of recurrent VTE for outpatients would be <4.9%). 

They justified their choice by saying that it was similar to the 

noninferiority margins—3% to 5%—set in other trials of different 

anticoagulant regimens in acute VTE and outpatient vs inpatient 

treatment for deep venous thrombosis. The authors implicitly 

chose the same noninferiority margin (4%) for bleeding, although 

they provide no justification for this choice.

When subsequently reviewing their results, if investigators 
find that the CI around the estimate for the difference in primary 
outcome events lies entirely below their chosen noninferiority 
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threshold, they will claim noninferiority (Figure 7-1, scenario B) 
or even, in some instances, superiority of the experimental treat­
ment (Figure 7-1, scenario A). If, on the other hand, the CI 
crosses the threshold, the trial has failed to establish noninfe­
riority (Figure 7-1, scenario C). If the CI lies wholly above the  
noninferiority threshold, then the experimental treatment is 
inferior to standard treatment (Figure 7-1, scenario D).

If noninferiority trials choose insufficiently stringent 
thresholds, they run the risk of concluding noninferiority when, 
actually, many patients would be unwilling to accept the experi­
mental treatment if they were informed of the largest possible 
increased risk (ie, decreased effectiveness) associated with its 
use. If these choices of thresholds go uncontested, wide uptake 
of experimental treatments could prove detrimental to patients. 
In interpreting noninferiority thresholds, we will encourage 
you to use your own judgment rather than accepting that of the 
investigators, relieving you of the need to decipher what many 
may experience as obscure statistical reasoning used to define 
the thresholds.

Although others have explained the rationale and provided 
criteria for interpreting noninferiority trials,2,3,5-9 this chapter 
strives to present a simple and practical approach based on 
Users’ Guides principles. We will use contemporary examples 
to illustrate concepts that can guide optimal clinical practice. 
In doing so, we follow the 3-step approach of other Users’ 
Guides chapters, focusing on issues of validity, interpretation 
of results, and applicability of results specific to noninferiority 
trials (Box 7-1).

Are the Results Valid?

Limitations of study design of noninferiority trials include 
issues beyond risk of bias. Thus, in this chapter, we continue 
to use the term “validity” to address both risk of bias and these 
additional issues.
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BOX 7-1

Users’ Guides Approach to  
Evaluating a Noninferiority Trial

Are the results valid?a

Did experimental and standard treatment groups start with 

the same prognosis?

Was prognostic balance maintained as the trial progressed?

Were the groups prognostically balanced at the completion 

of the trial?

Did the investigators guard against an unwarranted conclu-

sion of noninferiority?b

Was the effect of the standard treatment preserved?

Did the investigators analyze patients according to the treatment 

they received and to the groups to which they were assigned?

What are the results?

How can I apply the results to patient care?

Were the study patients similar to my patient?

Were all patient-important outcomes considered?

Are the likely advantages of the experimental treatment worth 

the potential harm and costs?b

aLimitations of study design of noninferiority trials include issues beyond 
risk of bias. Thus, in this chapter, we continue to use the term “validity” to 
address both risk of bias and these additional issues.
bIncludes issues specific to noninferiority trials.

The question “Are the results valid?” asks to what extent the 
results are likely to represent an unbiased estimate of effect vs 
systematic overestimates or underestimates. As with other stud­
ies that address disease management questions, noninferiority 
trials will reduce the risk of bias if they ensure concealed ran­
domization; demonstrate balance of known prognostic factors; 
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blind patients, clinicians, and outcome assessors; and ensure 
complete follow-up (see Chapter 6, Therapy [Randomized 
Trials]). Noninferiority trials are, however, vulnerable to 
misleading conclusions in ways that superiority trials are 
not. Although not strictly related to the risk of bias, we have 
classified the relevant concerns, italicized in Box 7-1, as issues 
of validity.

Did the Investigators Guard Against  
an Unwarranted Conclusion of Noninferiority?

Was the Effect of the Standard Treatment Preserved? 
One way to achieve apparent noninferiority is to suboptimally 
administer the standard treatment. Suboptimal treatment can 
include enrolling patients less likely to be adherent or respon­
sive to standard treatment; enrolling a population at low risk 
of the effectiveness outcome, particularly if the noninferiority 
threshold is expressed in absolute terms; reducing treatment 
intensity or administering treatment by a suboptimal route 
(eg, orally rather than intravenously); or terminating follow-up 
before treatment effects are fully manifest. One strategy to assess 
whether the treatment effect was likely to have been preserved 
would be to evaluate the extent to which the design and conduct 
of the study attempted to overcome each of these threats to the 
standard treatment effect.

Another way to determine whether the effect of standard 
treatment has been preserved is to compare the event rate in 
the noninferiority trial with those seen in historical trials that 
involve the standard treatment. A higher control event rate 
in the standard treatment group in the noninferiority trial 
compared with the typical rate seen in historical trials would 
raise the suspicion of suboptimal administration of the stan­
dard treatment. Unfortunately, the competing explanation—
prognostic differences between the populations enrolled in 
noninferiority vs historical trials—is also likely. Comparing 
patient characteristics among the trials could help decide which 
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Take, for instance, the trial Rivaroxaban Once Daily 
Oral Direct Factor Xa Compared With Vitamin K 
Antagonism for Prevention of Stroke and Embolism in 
Atrial Fibrillation (ROCKET AF), in which investiga­
tors declared rivaroxaban to be noninferior to warfarin 
in managing patients with atrial fibrillation.10 Concerns 
exist about the extent to which the patients treated 
with warfarin remained within the therapeutic range of 
anticoagulation throughout this study in comparison 
with previous RCTs comparing warfarin with placebo. 
Investigators documented a mean time in therapeutic 
range (TTR) of 55% in the warfarin group in ROCKET 
AF—considerably less than rates of approximately 75% 
(range, 42%-83%) seen in prior studies11,12 and in con­
temporary noninferiority trials.12 Hence, we cannot be 
confident that the warfarin treatment effect was pre­
served in ROCKET AF. The apparent noninferiority of 
rivaroxaban to warfarin may be because the latter was 
suboptimally administered.13

Using the second criterion to determine whether 
the effect of standard treatment has been preserved, 
the rate of stroke or systemic embolism in the warfarin 
group was lower in the ROCKET AF trial than has been 
seen historically,14 despite the fact that patients in the 
ROCKET AF trial were older and had a higher prevalence 
of hypertension and type 2 diabetes mellitus than those in 
the previous trials.11 Thus, control event rates fail to sup­
port the suspicion of suboptimal warfarin administration 
in the control group. The low TTR, nevertheless, remains 
concerning.

of the competing explanations is more likely, but the possibility 
remains that unmeasured prognostic features are responsible 
for the observed difference in event rates.
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Did the Investigators Analyze Patients According  
to the Treatment They Received and to the Groups 
to Which They Were Assigned?

Another issue has to do with how investigators dealt with 
patients who were randomized and followed up to the end of 
the study but who did not take their medication as intended or 
did not use it at all. The purpose of randomization is to ensure 
that prognostic factors for the outcome of interest are balanced 
between treatment groups. It is likely that those who do not 
adhere to the allocated treatment as set out in the study protocol 
are prognostically different from those who do.15

Investigators may be tempted to include only those indi­
viduals who were adherent to study protocol and omit those 
who were not (often called a per-protocol analysis). This is 
likely, however, to compromise the prognostic balance that 
randomization created in the first place. Because, more often 
than not, nonadherent patients are prognostically worse than 
adherent patients, the omission of those who failed to adhere 
to the experimental treatment is likely to bias results toward 
an overestimation of treatment benefit in a superiority trial. 
In contrast, an analyze-as-randomized approach (intention-
to-treat analysis) analyzes patients in the groups to which they 
were assigned irrespective of the level of patient adherence. As 
a result, it yields an unbiased—and typically more conserva­
tive—estimate of treatment effectiveness in a superiority trial.16

Unfortunately, the analyze-as-randomized approach has 
serious limitations in the context of noninferiority trials. Picture 
a noninferiority trial in which the experimental treatment is actu­
ally substantially inferior to the current standard. Let us further 
suppose that, in this trial, many patients in the standard treatment 
group do not, for whatever reason, adhere to treatment. In the 
analyze-as-randomized approach, inclusion of these nonadherent 
patients may result in a substantial underestimate of the benefit 
of standard treatment and thus cause a misleading inference of 
noninferiority in comparison with the experimental treatment.



7: How to Use a Noninferiority Trial    139

The per-protocol analysis, which focuses only on those who 
use the treatment more or less as directed, likely introduces prog­
nostic imbalance but can nevertheless provide some reassurance 
regarding noninferiority. If the results of such an analysis are 
consistent with those from the analyze-as-randomized approach 
and if both lie below the noninferiority threshold, our inference 
regarding noninferiority is strengthened. If, however, there are 
important differences between the results of the 2 analyses, the 
inference of noninferiority is weakened.

For example, the Cardiac Insufficiency Bisoprolol Study 
(CIBIS) III trial addressed the initial use of a ß-blocker 
rather than an angiotensin-converting enzyme (ACE) 
inhibitor for preventing deaths or hospitalization in patients 
with heart failure.17 The investigators set a noninferiority 
threshold of a 5% absolute increase in the primary end 
point of death or hospitalization with ß-blocker use. The 
as-randomized analysis met their noninferiority threshold: 
the upper limit of the CI suggested that an increase in death 
or hospitalization greater than 4.4% with ß-blockers was 
unlikely. In the per-protocol analysis, however, the upper 
limit of the CI was 5.1%, just above the investigators’ cho­
sen threshold. Were one to accept the authors’ threshold, 
the inference of noninferiority is weakened by the results of 
the per-protocol analysis. Whether one should accept the 
authors’ threshold at all is a point to which we will return.

Using the Guide

In the pulmonary embolism treatment trial,1 the investigators 

randomized 344 patients with acute symptomatic pulmonary 

embolus at low risk of death to outpatient treatment for 5 or more 
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days of inpatient treatment. Allocation concealment was ensured 

via a central computer randomization system. Neither patients 

nor their caregivers were blinded to the allocated treatment, but 

adjudicators of outcome were. Patients in the treatment and con-

trol groups were similar with respect to known prognostic fac-

tors, including location of the embolus, comorbidity, and clinical 

findings. Complete follow-up was achieved in all but 5 patients. 

Although the lack of blinding raises concern, blinding of the out-

come assessors provides a safeguard against risk of bias.

The crucial issues in optimal administration of the standard 

intervention in this study are the duration patients in the hospi-

talized group received LMWH and the TTR during subsequent 

warfarin treatment. Patients spent a mean of 8.9 days receiving 

LMWH, as long or longer than the standard in many settings (and 

thus satisfactory). The TTR was only 52%, which is suboptimal 

and raises concern. However, the TTR in the outpatient group 

was also 52%, substantially ameliorating the concern.

The investigators conducted both an analysis-as-randomized 

and a per-protocol analysis, which excluded patients in the 

hospitalized group discharged within 24 hours and those in the 

outpatient group discharged more than 24 hours after random-

ization. As you will see in the results that we present below, 

the per-protocol results do not substantially differ from the  

as-randomized results.

In conclusion, although the trial has some limitations in risk 

of bias, we would conclude moderate to high credibility of its 

findings.

What Are the Results?

The relevant results of a noninferiority trial focus on the 
following: (1) the difference between experimental and stan­
dard treatment in the effectiveness outcome that is the primary 
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target of treatment, (2) the harm and burden outcomes that 
should favor the experimental over the standard treatment, and 
(3) whether the results provide reassurance that the standard 
treatment was optimally administered.

Using the Guide

For pulmonary embolism, the primary effectiveness outcome is 

reducing recurrent VTE, and the treatment burden (staying in the 

hospital rather than being treated at home) is easily measured. 

Another important issue is the incidence of major bleeding, 

which could be conceptualized as an additional outcome 

warranting a noninferiority inquiry. Even if outpatient care was 

noninferior to inpatient care with respect to the primary effec-

tiveness outcome, patients may choose to remain in the hospital 

if the risks of serious bleeding are substantially higher at home.

For each outcome, we are interested in the point estimate (the 

best estimate) of the difference in event rates between experimen-

tal and standard treatments and its associated CI. The boundaries 

of the CI represent the range of plausible truth—less likely than 

the point estimate but still plausible (see Chapter 9, Confidence 

Intervals: Was the Single Study or Meta-analysis Large Enough?). 

Herein, we focus on the absolute differences between groups at 

90 days. In the as-randomized analysis, recurrent VTE occurred 

in 1 individual in the outpatient group and none in the inpatient 

group, a difference of 0.6% or 6 in 1000, with an upper bound-

ary of the 95% CI of 2.7% (27 more VTEs in 1000 outpatients).1 

This result suggests that it is unlikely that the recurrent VTE rate 

among outpatients is more than 4% (40 in 1000) greater than 

among inpatients (P = .01), the authors’ noninferiority threshold.

For serious bleeding, the investigators observed 3 events in 

the outpatient group and none in the inpatient group (1.8%, or 18 

in 1000 more bleeds in outpatients). The upper boundary of the 

95% CI is 4.5%, which exceeds the authors’ 4% threshold and 

therefore fails the statistical test of noninferiority (P = .09).
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How Can I Apply the Results 
to Patient Care?

In applying findings from the medical literature to individual 
patient care, we suggest asking 3 questions (Box 7-1), of which 
one—assessing trade-offs between an experimental treatment’s 
likely advantages and potential harm and costs—includes issues 
specific to noninferiority trials.

Are the Likely Advantages of the Experimental 
Treatment Worth the Potential Harm and Costs?

Is a particular noninferiority trial simply a failed superiority 
trial, portrayed to put a happy face on a sad result? When inves­
tigators plan their trials, they specify the analysis, and this speci­
fication has implications for how results are interpreted. It is the 
job of the editors to ensure that only trials planned as noninferi­
ority are in fact reported in published articles as noninferiority 
trials. Unfortunately, editors are not always thorough in per­
forming due diligence in this aspect (and others) of reporting.18

The risk that a trial reported as noninferiority may not have 
been planned as noninferiority again highlights the importance 
of an independent judgment of the noninferiority threshold. You 
may be tempted to turn to the authors of a study for guidance 
on assessing the key inferences from a noninferiority trial: are 

The authors also present a per-protocol analysis, the results 

of which are consistent with the as randomized results. The major 

bleeding outcome is actually more favorable to outpatient man-

agement (a difference of 1.2% favoring inpatient management, 

with an upper boundary of the 95% CI of 3.8%; the P against the 

4% threshold is .04).
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Consider first the CIBIS-III trial, which investigates the 
substitution of ß-blockers for ACE inhibitors in the initial 
treatment of heart failure that we used to illustrate the desir­
ability of a per-protocol analysis.17 The as-randomized and 
per-protocol results straddled the authors’ noninferiority 
margin of 5%. But is that margin appropriate? The harms or 
convenience advantages of ß-blockers over ACE inhibitors 
are few, if any. Thus, patients are unlikely to accept starting 
with ß-blockers if it really meant an absolute increase of up 
to 5% in the end point of death or hospitalization.

Consider next the Post-Operative Radiation Therapy 
for Endometrial Carcinoma 2 (PORTEC-2) trial, which 
investigated the effect of vaginal brachytherapy (VBT) vs 
pelvic external beam radiotherapy (EBRT) on the primary 
outcome of vaginal recurrence of endometrial carcinoma.19 
The investigators set a noninferiority threshold of a risk 
difference of 6%—an increase in the primary outcome of 
6 events in 100 patients—between the 2 groups at 5 years. 
After analyzing the data, they declared the VBT regimen to 
be noninferior to EBRT on the basis that the upper bound­
ary of the CI—an absolute difference of 5%—fell below 
their threshold. Although patients undergoing VBT report 
better health-related quality of life than those receiving 
EBRT,19 for an outcome as serious as cancer recurrence, 
we suspect that few patients would be willing to choose 
the VBT approach if the actual increase was as great as 5%.

the advantages of the experimental treatment worth the risks of 
loss of effectiveness? In doing so, you are implicitly accepting the 
authors’ noninferiority threshold. For various reasons, investiga­
tors may have an incentive to be as lenient as possible with the 
choice of noninferiority threshold. Thus, accepting that thresh­
old may not serve your patients’ best interests.
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The noninferiority threshold implies a trade-off between 
the advantages of the experimental treatment and the potential 
loss in effectiveness. Making this trade-off may be a challeng­
ing judgment, but it is not fundamentally different from other 
patient management decisions: they all involve trading off the 
desirable and undesirable consequences of the alternatives. 
They therefore involve value and preference judgments, and it 
is the preferences of the individual patient that must drive the 
decision. When the trade-off between desirable and undesirable 
consequences is a close one, the best—some would argue the 
only—way to ensure the chosen course of action is right for the 
individual is through shared decision making (see Chapter 18, 
Decision Making and the Patient). 

In preparing for shared decision making with your patients, 
and being cognizant of the limited time you and they may have 
to spend on this activity, it may be worthwhile to reflect on the 
values and preferences of your typical patient and the implica­
tions for the noninferiority threshold. To gain a better under­
standing of how your typical patient perceives benefits and 
risks, you may want to refer to published studies that provide 
insight into patients’ values and preferences.20 

If, given the benefits and harms of an experimental inter­
vention, you perceive all or virtually all patients would make 
the same decision, you and your patient may be able to quickly 
come to a fully satisfactory decision (see Chapter 17, How to 
Use a Patient Management Recommendation: Clinical Practice 
Guidelines and Decision Analyses). If, however, the desirable 
and undesirable consequences are more closely balanced, you 
will need to have a detailed discussion with your patients. 

Considering the most appropriate noninferiority margin 
will help distinguish between these 2 situations. First, look at the 
upper boundary of the CI for the primary outcome; then, note 
the extent to which it exceeds the maximum increase in risk of 
the primary outcome that your patients would, on average, be 
willing to accept in exchange for the experimental treatment’s 
reduction in harms or burden. 
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If the upper boundary is substantially greater than your 
threshold and very few, if any, of your patients would choose the 
intervention, decision making may be expeditious. If, however, 
the upper boundary of the CI is near your threshold—that is, the 
balance between desirable and undesirable consequences  is a 
close one—ensuring the right decision will involve full explora­
tion of your patients’ views of the trade-off at hand. 

Clinical SCENARIO Resolution

Your patient’s clinical profile suggests a relatively low risk of 

death from pulmonary embolism. She would thus have been eli-

gible for the trial,1 and its results are directly applicable to her 

care. Point estimates suggest similar and low risks of recurrent 

VTE (6 in 1000); the difference in important bleeding is somewhat 

greater (18 more bleeds per 1000 in the outpatient group). The 

CIs raise more concern and include an increase in embolism 

of 2.7% (27 in 1000) and an increase in bleeding of 4.5% (45 in 

1000), both within 90 days, in the outpatient care group.

Because their noninferiority margin for VTE has been met, 

the authors of the pulmonary embolism trial conclude that “[i]n 

selected low-risk patients with pulmonary embolism, outpa-

tient care can safely and effectively be used in place of inpatient 

care.”1 Individuals who, all else being equal, would much prefer 

home treatment and are ready to focus on the point estimates 

that suggest that rates of adverse events (at least VTE) are likely 

similar with outpatient management might agree. On the other 

hand, risk-averse individuals who perceive the possibility of 

increased risk of VTE and bleeding with outpatient management 

as not being worth the benefit of receiving treatment at home 

would not agree with this conclusion. We believe that there are 

likely to be a substantial number of such risk-averse individu-

als. Reliance on the authors’ noninferiority would not serve such 

patients well.
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Conclusions

Critical appraisal of noninferiority studies closely follows the 
principles and criteria for assessing any study of experimental 
management strategies. With respect to validity, assessment of a 
noninferiority study requires special attention to the optimal use 
of the standard treatment and to the results of the as-random­
ized and per-protocol analyses. With respect to the trade-offs 
between desirable and undesirable consequences in noninferi­
ority trials, close attention to best estimates and CIs around the 
difference in effectiveness outcomes between experimental and 
standard treatments is needed. In particular, clinicians should 
consider whether patients would be willing to accept loss in the 
effectiveness outcome suggested by the upper boundary of  
the 95% CI, irrespective of whether this interval lies below or 
above the investigators’ choice of noninferiority threshold. 
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When clinicians consider the results of clinical trials, they are 
interested in the association between a treatment and an out-
come. This chapter will help you understand and interpret study 
results related to outcomes that are either present or absent 
(dichotomous or binary) for each patient. Such binary outcomes 
include death, stroke, myocardial infarction, hospitalization, or 
disease exacerbations. A guide for teaching the concepts in this 
chapter is also available.1

The 2 × 2 Table

Table 8-1 is a 2 ×  2 table that captures the information for a 
dichotomous outcome of a clinical trial.

TABLe 8-1

The 2 × 2 Table

Exposure outcome

Yes No

Yes a b

No c d

Risk with exposure = a / (a + b)     

Risk without exposure = c / (c + d)

Odds with exposure = a / b           

Odds without exposure = c / d

Relative risk =
/ ( )
/ ( )

a a b
c c d

+

+

Relative risk reduction
/ ( ) / ( )

/ ( )
=

+  -  +  

+  

c c d a a b
c c d

Risk differencea =
+

-
+

c
c d

a
a b

(Continued)
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For instance, during a randomized trial that compares 
mortality rates in patients with bleeding esophageal vari-
ces that were controlled by endoscopic ligation or endo-
scopic sclerotherapy,2 18 of 64 participants assigned to 
ligation died, as did 29 of 65 patients assigned to sclero-
therapy (Table 8-2).

TABLE 8-1

The 2 × 2 Table (Continued)

Number needed to treat = 100 / (risk difference expressed as %)

Odds ratio = =
a/b
c/d

ad
cb

aAlso known as the absolute risk reduction.

TABLE 8-2

Results From a Randomized Trial of Endoscopic Sclerotherapy 
Compared With Endoscopic Ligation for Bleeding Esophageal Varicesa

Exposure Outcome Total 

Death Survival

Ligation 18 46 64

Sclerotherapy 29 36 65

Relative risk = (18/64) / (29/65) = 0.63 or 63%

Relative risk reduction = 1 − 0.63 = 0.37 or 37%

Risk difference = 0.446 − 0.281 = 0.165 or 16.5%

Number needed to treat = 100 / 16.5 = 6

Odds ratio = (18/46) / (29/36) = 0.39 / 0.80 = 0.49 or 49%

aData from Stiegmann et al.2
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The Risk

The simplest measure of occurrence to understand is the risk (or 
absolute risk). We often refer to the risk of the adverse outcome 
in the control group as the baseline risk, the control group risk, or, 
occasionally, the control event rate.

The risk of dying in the ligation group is 28% (18/64 or  
[a/(a  +  b)]), and the risk of dying in the sclerotherapy 
group is 45% (29/65 or [c/(c + d)]). 

The Risk Difference (Absolute  
Risk Reduction)

One way of comparing 2 risks is by calculating the absolute dif-
ference between them. We refer to this difference as the absolute 
risk reduction (ARR) or the risk difference (RD). Algebraically, the 
formula for the RD (the control group risk minus the treatment 
group risk) is [c/(c + d)] − [a/(a + b)] (Table 8-1). This measure 
of effect uses absolute rather than relative terms in looking at the 
proportion of patients who are spared the adverse outcome.

In our example, the RD is 0.446 − 0.281 or 0.165 (ie, an 
RD of 16.5%).

The Relative Risk

Another way to compare the risks in the 2 groups is to take 
their ratio; this is called the relative risk or risk ratio (RR).  
The RR tells us the proportion of the original risk (in this case, 



8: Does Treatment Lower Risk?    153

the risk of death in patients who received sclerotherapy) that is 
still present when patients receive the experimental treatment 
(in this case, ligation). From our 2 × 2 table, the formula for this 
calculation is [a/(a + b)] / [c/(c + d)] (Table 8-1).

In our example, the RR of dying after receiving initial 
ligation vs sclerotherapy is 18/64 (the risk in the ligation 
group) divided by 29/65 (the risk in the sclerotherapy 
group) or 0.63. In everyday English, we would say that the 
risk of death with ligation is approximately two-thirds of 
that with sclerotherapy.

The Relative Risk Reduction

An alternative relative measure of treatment effectiveness is the 
relative risk reduction (RRR), an estimate of the proportion of 
baseline risk that is removed by the therapy. It may be calculated 
as 1 − RR. One also can calculate the RRR by dividing the RD 
(amount of risk removed) by the absolute risk in the control 
group (Table 8-1).

In our bleeding varices example, where the RR was 0.63, 
the RRR is thus 1 − 0.63 (or 16.5% divided by 44.6%, the 
risk in the sclerotherapy group); either way, it comes to 
0.37. In other words, ligation decreases the risk of death 
by just more than one-third compared with sclerotherapy.

The Odds Ratio

Instead of looking at the risk of an event, we could estimate  
the odds of having vs not having an event. When considering the 
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effects of therapy, you usually will not go far wrong if you inter-
pret the odds ratio (OR) as equivalent to the RR. The exception 
is when the risk of having an event is very high—for instance, 
when more than 40% of control patients experience myocardial 
infarction or death.

Relative Risk vs Risk Difference:  
Why the Fuss?

Failing to distinguish between the OR and the RR when inter-
preting randomized trial results will seldom mislead you; you 
must, however, distinguish between the RR and the RD. The 
reason is that the RR is generally far larger than the RD, and 
presentations of results in the form of RR (or RRR) can convey 
a misleading message. Furthermore, it is the risk difference in 
which the patient is ultimately interested. Reducing a patient’s 
risk by 50% sounds impressive. That may, however, represent 
a reduction in risk from 2% to 1%. The corresponding 1% RD 
sounds considerably less impressive and in fact conveys the 
crucial information.

As depicted in Figure 8-1, consider a treatment that is 
administered to 3 different subpopulations of patients and that, 
in each case, decreases the risk by one-third (RRR, 0.33; RR, 
0.67). When administered to a subpopulation with a 30% risk of 
dying, treatment reduces the risk to 20%. When administered 
to a population with a 10% risk of dying, treatment reduces the 
risk to 6.7%. In the third population, treatment reduces the risk 
of dying from 1% to 0.67%.

Although treatment reduces the risk of dying by one-third 
in each population, this piece of information is not adequate 
to fully capture the impact of treatment. What if the treatment 
under consideration is a toxic cancer chemotherapeutic drug 
associated with severe adverse effects in 50% of those to whom 
it is administered? Under these circumstances, most patients 
in the lowest risk group in Figure 8-1, whose RD is only 0.3%, 
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would likely decline treatment. In the intermediate population, 
those with an absolute reduction in risk of death of approxi-
mately 3%, some might accept the treatment, but many would 
likely decline. Many in the highest-risk population with an 
absolute benefit of 10% would likely accept the treatment, but 
some may not.

We suggest that you consider the RRR in light of your 
patient’s baseline risk. For instance, you might expect an RRR 
of approximately 25% in vascular events in patients with pos-
sible cardiovascular disease with administration of statins. You 
would view this RRR differently in a 40-year-old woman with-
out hypertension, diabetes mellitus, or a history of smoking 
with a mildly elevated low-density lipoprotein level (5-year risk 
of a cardiovascular event of approximately 2%, ARR of approxi-
mately 0.5%) and a 70-year-old woman with hypertension and 
diabetes who smokes (5-year risk of 30%, ARR of 7.5%). All of 
this assumes a constant RRR across risk groups; fortunately, a 
more or less constant RRR is usually the case, and we suggest 
you make that assumption unless there is evidence that suggests 
it is incorrect.3–5

Population 1 Population 2 Population 3

Control

0

10

20

30

40

Treatment

FIGURE 8-1

Constant Relative Risk With Varying Risk Differences
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The Number Needed to Treat

The impact of treatment also can be expressed by the number 
of patients you would need to treat to prevent an adverse event, 
the number needed to treat (NNT).6 Table 8-2 indicates that the 
risk of dying is 28.1% in the ligation group and 44.6% in the 
sclerotherapy group, an RD of 16.5%. If treating 100 patients 
results in avoiding 16.5 events, how many patients do we need 
to treat to avoid 1 event? The answer: 100 divided by 16.5, or 
approximately 6, is the NNT.

The NNT calculation always implies a given time of follow-
up (ie, do we need to treat 50 patients for 1 year or 5 years to pre-
vent an event?). When trials with long follow-ups are analyzed 
by survival methods, there are a variety of ways of calculating 
the NNT (see the following subsection, Survival Data). These 
different methods will, however, rarely lead to results with dif-
ferent clinical implications.7

Assuming a constant RRR, the NNT is inversely related to 
the proportion of patients in the control group who have an 
adverse event. For instance, if the control group risk doubles, 
the NNT will decrease by a factor of 2 (ie, be half of what it 
was). If the risk of an adverse event doubles (eg, if we deal with 
patients at a higher risk of death than those included in the 
clinical trial), we need to treat only half as many patients to pre-
vent an adverse event. On the other hand, if the risk decreases 
by a factor of 4 (patients are younger and have less comorbidity 
than those in the study), we will have to treat 4 times as many 
people.

The NNT also is inversely related to the RRR. With the 
same baseline risk, a more effective treatment with twice  
the RRR will reduce the NNT by half. If the RRR with one treat-
ment is only a quarter of that achieved by an alternative strategy, 
the NNT will be 4 times greater.

Table 8-3 presents hypothetical data that illustrate these 
relationships.
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TABLE 8-3

Association Among the Baseline Risk, Relative Risk Reduction, and Number Needed to Treata

Control Group 
Risk

Experimental 
Group Risk

Relative  
Risk, %

Relative Risk 
Reduction, %

Risk  
Difference, %

Number Needed 
to Treat

0.02 or 2% 0.01 or 1% 50 50 1 100

0.4 or 40% 0.2 or 20% 50 50 20 5

0.04 or 4% 0.02 or 2% 50 50 2 50

0.04 or 4% 0.03 or 3% 75 25 1 100

0.4 or 40% 0.3 or 30% 75 25 10 10

0.01 or 1% 0.005 or 0.5% 50 50 0.5 200

aRelative risk = experimental group risk/control group risk; relative risk reduction = 1 – relative risk; risk difference = control group risk − 
experimental group risk; number needed to treat = 100/risk difference in %.
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The Number Needed to Harm

Clinicians can calculate the number needed to harm (NNH) in a 
similar way. If you expect 5 of 100 patients to become fatigued 
when taking a β-blocker for a year, of 20 patients you treat, 1 
will become tired; therefore, the NNH is 20.

Confidence Intervals

We have presented all of the measures of association of the treat-
ment with ligation vs sclerotherapy as if they represented the 
true effect. The results of any experiment, however, represent 
only an estimate of the truth. The true effect of treatment may be 
somewhat greater—or less—than what we observed. The confi-
dence interval (CI) tells us, within the bounds of plausibility (and 
assuming a low risk of bias), how much greater or smaller the 
true effect is likely to be (see Chapter 9, Confidence Intervals: 
Was the Single Study or Meta-analysis Large Enough?).

Survival Data

Analysis of a 2 × 2 table implies an examination of the data at a 
specific point in time. This analysis is satisfactory if we are look-
ing for events that occur within relatively short periods and if 
all patients have the same duration of follow-up. In longer-term 
studies, however, we are interested not only in the total number 
of events but also in their timing. For instance, we may focus on 
whether therapy for patients with a uniformly fatal condition 
(eg, unresectable lung cancer) delays death.

When the timing of events is important, investigators 
could present the results in the form of several 2 × 2 tables con-
structed at different points of time after the study began. For 
example, Table 8-2 represents the situation after the study was 
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finished. Similar tables could be constructed describing the fate 
of all patients available for analysis after their enrollment in the 
trial for 1 week, 1 month, 3 months, or whatever time we chose 
to examine. The analysis of accumulated data that takes into 
account the timing of events is called survival analysis. Do not 
infer from the name, however, that the analysis is restricted to 
deaths; in fact, any dichotomous outcome occurring over time 
will qualify.

The survival curve of a group of patients describes their status 
at different times after a defined starting point.8 In Figure 8-2, we 
show the survival curve from the bleeding varices trial. Because 
the investigators followed up some patients for a longer time, 
the survival curve extends beyond the mean follow-up of 
approximately 10 months. At some point, prediction becomes 
imprecise because there are few patients remaining to estimate 

FIGURE 8-2

Survival Curves for Ligation and Sclerotherapy
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the probability of survival. The CIs around the survival curves 
capture the precision of the estimate. 

Even if the true RR, or RRR, is constant throughout  
the duration of follow-up, the play of chance will ensure that the 
point estimates differ. Ideally then, we would estimate the overall 
RR by applying an average, weighted for the number of patients 
available, for the entire survival experience. Statistical methods 
allow just such an estimate. The probability of events occurring 
at any point in each group is referred to as the hazard for that 
group, and the weighted RR during the entire study duration is 
known as the hazard ratio.

A major advantage of using survival analysis is the ability 
to account for differential length of follow-up. In many trials of 
a fixed duration, some patients are enrolled early and thus have 
long follow-up and some later with consequently shorter follow-
up. Survival analysis takes into account both those with shorter 
(by a process called censoring) and those with longer follow-up, 
and all contribute to estimates of hazard and the hazard ratio. 
Patients are censored at the point at which they are no longer 
being followed up. Appropriate accounting for those with dif-
ferential length of follow-up is not possible in 2 × 2 tables that 
deal only with the number of events.

“Competing risks” is an issue that arises when one event 
influences the likelihood of another event.  The most extreme 
example is death: if the outcome is stroke, people who die can 
no longer have a stroke. Competing risks also can arise when 
there are 2 or more outcome events among living patients (for 
instance, if a patient has a stroke, the likelihood of a subsequent 
transient ischemic attack may decrease). Investigators can deal 
with the problem of competing risks by censoring patients at 
the time of the “competing” events (death and stroke in the 
previous examples). The censoring approach, however, has its 
limitations.9 

Specifically, the usual assumption is that the censored 
events are independent of the main outcome of interest, but in 
practice this assumption may not be correct. In our example, it 
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is probable that patients who experience myocardial infarction 
have a higher death rate than those without myocardial infarc-
tion, and this would violate the assumption of independence. 
Investigators also sometimes use censoring for those lost to  
follow-up. This is much more problematic because the censoring 
assumes that those with shorter follow-up are similar to those 
with longer follow-up—the only difference, indeed, being length 
of follow-up. Because loss to follow-up may be associated with a 
higher or lower likelihood of events (and thus, those lost differ 
from those who are followed up), the censoring approach does 
not deal with the risk of bias associated with loss to follow-up.9

Which Measure of Association Is Best?

As evidence-based practitioners, we must decide which measure 
of association deserves our focus. Does it matter? The answer 
is yes. The same results, when presented in different ways, may 
lead to different treatment decisions.9-13 For example, Forrow  
et al10 found that clinicians were less inclined to treat patients 
after presentation of trial results as the absolute change in the 
outcome compared with the relative change in the outcome. In a 
similar study, Naylor et al11 found that clinicians rated the effec-
tiveness of an intervention lower when events were presented 
in absolute terms rather than using RRR. Moreover, clinicians 
offered lower effectiveness ratings when they viewed results 
expressed in terms of NNT than when they saw the same data 
as RRRs or ARRs. The awareness of this phenomenon in the 
pharmaceutical industry may be the reason for their propensity 
to present physicians with treatment-associated RRRs.

Patients are as susceptible as clinicians to how results are 
communicated. In one study, when researchers presented 
patients with a hypothetical scenario of life-threatening illness, 
the patients were more likely to choose a treatment described in 
terms of RRR than in terms of the corresponding ARR.14 Other 
investigators found similar results.15,16
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Considering how our interpretations differ with data pre-
sentations, we are best advised to consider all of the data (as 
either a 2 × 2 table or a survival analysis) and then reflect on both 
the relative and the absolute figures. As you examine the results, 
you will find that if you can estimate your patient’s baseline risk, 
knowing how well the treatment works—expressed as an RR or 
RRR—allows you to estimate the patient’s risk with treatment. 
Considering the RD—the difference between the risk with and 
without treatment—and its reciprocal, the NNT, in an individual 
patient will be most useful in guiding the treatment decision.

References
	 1.	 Barratt A, Wyer PC, Hatala R, et al. Tips for learners of evidence-based medi-

cine, 1: relative risk reduction, absolute risk reduction and number needed to 
treat. CMAJ. 2004;171(4:online-1 to online-8):353-358. http://www.cmaj.ca/
cgi/data/171/4/353/DC1/1. Accessed December 20, 2013.

	 2.	 Stiegmann GV, Goff JS, Michaletz-Onody PA, et al. Endoscopic sclerother-
apy as compared with endoscopic ligation for bleeding esophageal varices. 
N Engl J Med. 1992;326(23):1527-1532. 

	 3.	 Deeks JJ. Issues in the selection of a summary statistic for meta-analysis of 
clinical trials with binary outcomes. Stat Med. 2002;21(11):1575-1600.

	 4.	 Schmid CH, Lau J, McIntosh MW, Cappelleri JC. An empirical study of the 
effect of the control rate as a predictor of treatment efficacy in meta-analysis 
of clinical trials. Stat Med. 1998;17(17):1923-1942.

	 5.	 Furukawa TA, Guyatt GH, Griffith LE. Can we individualize the ‘number 
needed to treat’? an empirical study of summary effect measures in meta-
analyses. Int J Epidemiol. 2002;31(1):72-76.

	 6.	 Laupacis A, Sackett DL, Roberts RS. An assessment of clinically use-
ful measures of the consequences of treatment. N Engl J Med. 
1988;318(26):1728-1733.

	 7.	 Barratt AL, Wyer PC, Guyatt G, et al. NNT for studies with long-term follow-
up. CMAJ. 2005;172(5):613-615.

	 8.	 Coldman AJ, Elwood JM. Examining survival data. CMAJ. 1979;121(8):1065-
1068, 1071.

	 9.	 Kleinbaum DG, Klein M. Survival Analysis: A Self-Learning Text. New York, 
NY: Springer; 2012.

	10.	 Forrow L, Taylor WC, Arnold RM. Absolutely relative: how research results are 
summarized can affect treatment decisions. Am J Med. 1992;92(2):121-124. 

http://www.cmaj.ca/cgi/data/171/4/353/DC1/1
http://www.cmaj.ca/cgi/data/171/4/353/DC1/1


8: Does Treatment Lower Risk?    163

	11.	 Naylor CD, Chen E, Strauss B. Measured enthusiasm: does the method of 
reporting trial results alter perceptions of therapeutic effectiveness? Ann 
Intern Med. 1992;117(11):916-921.

	12.	 Hux JE, Levinton CM, Naylor CD. Prescribing propensity: influence of life-
expectancy gains and drug costs. J Gen Intern Med. 1994;9(4):195-201.

	13.	 Redelmeier DA, Tversky A. Discrepancy between medical decisions for indi-
vidual patients and for groups. N Engl J Med. 1990;322(16):1162-1164. 

	14.	 Bobbio M, Demichelis B, Giustetto G. Completeness of report-
ing trial results: effect on physicians’ willingness to prescribe. Lancet. 
1994;343(8907):1209-1211.

	15.	 Malenka DJ, Baron JA, Johansen S, Wahrenberger JW, Ross JM. The fram-
ing effect of relative and absolute risk. J Gen Intern Med. 1993;8(10):543-548. 

	16.	 McNeil BJ, Pauker SG, Sox HC Jr, Tversky A. On the elicitation of prefer-
ences for alternative therapies. N Engl J Med. 1982;306(21):1259-1262. 



This page intentionally left blank 



165

9 Confidence Intervals: 
Was the Single Study 
or Meta-analysis 
Large Enough?
Gordon Guyatt, Stephen D. Walter,  
Deborah J. Cook, and Roman Jaeschke

IN THIS CHAPTER

How Should We Treat Patients With Heart Failure?  
A Problem in Interpreting Study Results

Solving the Problem: What Are Confidence Intervals?

Using Confidence Intervals to Interpret the Results  
of Clinical Trials

Negative Trials Often Fail to Exclude an Important 
Benefit

Was the Individual Trial or Meta-analysis Large Enough? 
Just Check the Confidence Intervals

Conclusion



166    Users’ Guides to the Medical Literature

In discussions of whether trials were large enough, you may 
have heard people refer to the power of the trial as the authors 
presented in their sample size calculations. Such discussions are 
complex and confusing. As we illustrate in this chapter, whether 
a trial or meta-analysis is large enough depends only on the 
confidence interval (CI).

Hypothesis testing, on which sample size calculations 
are typically based, involves estimating the probability that 
observed results would have occurred by chance if a null 
hypothesis, which states that there is no difference between a 
treatment condition and a control condition, were true. Health 
researchers and medical educators have increasingly recognized 
the limitations of hypothesis testing1-5; consequently, an alterna-
tive approach, estimation, is becoming more popular.

In a blinded randomized clinical trial of 804 men with heart 
failure, investigators compared treatment with enalapril 
(an angiotensin-converting enzyme [ACE] inhibitor) to 
treatment with a combination of hydralazine and nitrates.6 
In the follow-up period, which ranged from 6 months to 
5.7 years, 132 of 403 patients (33%) assigned to receive 
enalapril died, as did 153 of 401 patients (38%) assigned 
to receive hydralazine and nitrates. The P value associated 
with the difference in mortality is .11.

Looking at this study as an exercise in hypoth-
esis testing and adopting the usual 5% risk of obtaining 
a false-positive result, we would conclude that chance 

How Should We Treat Patients 
With Heart Failure? A Problem in 
Interpreting Study Results
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remains a plausible explanation for the apparent differ-
ences between groups. We would classify this as a negative 
study (ie, we would conclude that no important difference 
existed between the treatment and control groups).

The investigators also conducted an additional analy-
sis that compared the time pattern of the deaths occurring 
in both groups. This survival analysis, which generally 
is more sensitive than the test of the difference in pro-
portions (see Chapter 8, Does Treatment Lower Risk? 
Understanding the Results), had a nonsignificant P value 
of .08, a result that leads to the same conclusion as the sim-
pler analysis that focused on relative proportions at the 
end of the study. The authors also tell us that the P value 
associated with differences in mortality at 2 years (a point 
predetermined to be a major end point of the trial) was 
significant at .016.

At this point, one might excuse clinicians who feel a 
little confused. Ask yourself, is this a positive trial, dictat-
ing use of an ACE inhibitor instead of the combination of 
hydralazine and nitrates, or is it a negative study, showing 
no difference between the 2 regimens and leaving the choice 
of drugs open?

Solving the Problem:  
What Are Confidence Intervals?

How can clinicians deal with the limitations of hypothesis test-
ing and resolve the confusion? The solution involves posing 
2 questions: (1) “What is the single value most likely to rep-
resent the true difference between experimental and control 
treatments?” and (2) “Given the observed difference between 
experimental and control groups, what is the plausible range of 
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differences within which the true difference might actually lie?” 
Confidence intervals provide an answer to this second ques-
tion: they offer a range of values within which it is probable that 
the true value of a parameter (eg, a mean or a relative risk) lies. 
Before applying CIs to resolve the issue of enalapril vs hydrala-
zine and nitrates in patients with heart failure, we illustrate the 
use of CIs with a thought experiment.

Imagine a series of 5 trials (of equal duration but different 
sample sizes) wherein investigators have experimented 
with treating patients with elevated low-density lipopro-
tein cholesterol and a previous myocardial infarction (MI) 
to determine whether a drug (a novel cholesterol-lowering 
agent) would work better than placebo in complementing 
a statin to prevent recurrent MI (Table 9-1). The small-
est trial enrolled only 8 patients, and the largest enrolled  
2000 patients.

Now imagine that all of the trials showed a relative 
risk reduction (RRR) for the treatment group of 50% 
(meaning that patients in the drug treatment group were 
50% as likely as those in the placebo group to have a 
stroke). In each trial, how confident can we be about the 
true value of the RRR? If you were looking at the studies 
individually, which ones would lead you to recommend 
the treatment to your patients?

Most clinicians know intuitively that we can be more con-
fident in the results of a larger vs a smaller trial. Why is this?  
In the absence of bias or systematic error, one can interpret the 
trial as providing an estimate of the true effect that would occur 
if all possible eligible patients had participated. When only a few 
patients participate, chance may lead to a best estimate of the 
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TABLe 9-1

Confidence Intervals Around the Relative Risk Reduction  
for the Hypothetical Results of 5 Successively Larger Trialsa

Control 
Group 
Risk

Experimental 
Group Risk

RR, % RRR, % Calculated 95% 
CI Around  
the RRR, %

2/4 1/4 50 50 −174 to 92

10/20 5/20 50 50 −14 to 79.5

20/40 10/40 50 50 9.5-73.4

50/100 25/100 50 50 26.8-66.4

500/1000 250/1000 50 50 43.5-55.9

Abbreviations: CI, confidence interval; RR, relative risk; RRR, relative risk reduction.
aReproduced from Montori et al,6 by permission of the publisher. Copyright © 2005, 
Canadian Medical Association.

treatment effect—the point estimate—which is far removed from 
the true value. Confidence intervals provide the range within 
which such variation is likely to occur. The 95% CIs that we often 
see in biomedical publications represent the range in which it 
is very likely that the true effect lies. More precision (narrower 
CIs) results from larger sample sizes and, consequently, a larger 
number of events. Statisticians (and clinician-friendly statistical 
software) can calculate 95% CIs around any estimate of treat-
ment effect.

To gain a better appreciation of CIs, go back to Table 9-1. 
Consider the first trial, in which 2 of 4 patients receiving the 
control intervention and 1 of 4 patients receiving the experi-
mental intervention have a stroke. The risk in the experimen-
tal group was thus half of that in the control group, giving a 
relative risk (RR) of 50% and an RRR of 50%.
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Would you be ready to recommend this treatment 
to a patient in view of the substantial RRR? Before you 
answer this, consider whether it is plausible that, with so 
few patients in the study, we could have just been lucky in 
our sample and the true treatment effect could really be a 
50% increase in RR. In other words, is it plausible that the 
true event rate in the group that received treatment was 3 of 
4 instead of 1 of 4?

Most clinicians answer yes to this question, and they 
are correct. Indeed, calculation of the CIs tells us that the 
results of the first trial are consistent with close to a tripling 
of the death rate in the intervention group.

The second trial, enrolling 40 patients, has results 
that are still consistent with treatment increasing the 
rate of deaths by, in relative terms, 17%. The third trial 
results tell us it is very likely that the treatment is ben-
eficial, but the effect may be small (an RRR of less than 
10%). Finally, a trial of 2000 patients with the same rate 
of events in the treatment and control groups provides 
confidence that the true effect is close to the 50% RRR 
we observed.

Using Confidence Intervals  
to Interpret the Results  
of Clinical Trials

How do CIs help us understand the results of the trial of 
vasodilators in patients with heart failure?7 By the end 
of the study, the mortality was 33% in the ACE inhibitor 
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Use of the CI avoids the yes/no dichotomy of hypothesis 
testing. It also obviates the need to argue whether the study 
result should be considered positive or negative. One can con-
clude that, all else being equal, an ACE inhibitor is the appropri-
ate choice for patients with heart failure, but our confidence in 
the estimate of effect on mortality is, at best, moderate. Thus, 
toxicity, expense, and evidence from other studies would all 
bear on the final treatment decision (see Chapter 17, How to 
Use a Patient Management Recommendation: Clinical Practice 
Guidelines and Decision Analyses). Because a number of large 
randomized trials have now shown a mortality benefit from 
ACE inhibitors in patients with heart failure,8 one can con-
fidently recommend this class of agents as the treatment of 
choice. Another study has suggested that for black patients, the 
hydralazine-nitrate combination offers additional mortality 
reduction beyond ACE inhibitors.9

arm and 38% in the hydralazine plus nitrate group, an 
absolute difference of 5% and an RR of 0.86. The 5% abso-
lute difference and the 14% RRR represent our best single 
estimate of the mortality benefit from using an ACE 
inhibitor. The 95% CI around the RRR is −3.5% to 29%. 
Note that when the CI crosses an RR of 1.0, the nega-
tive RRR represents a benefit for the comparator—in this 
case, an RRR of 3.5% for hydralazine.

How can we now interpret the study results? We can 
conclude that patients offered ACE inhibitors will quite 
possibly (but far from certainly) die later than patients 
offered hydralazine and nitrates. The magnitude of the 
true difference may be either trivial or large, and there 
remains the possibility of a marginally lower mortality 
with the hydralazine-nitrate regimen.
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Was the Individual Trial  
or Meta-analysis Large Enough?  
Just Check the Confidence Intervals

Another example of the use of CIs in interpreting study 
results comes from a randomized trial of low vs high posi-
tive end-expiratory pressure (PEEP) in patients with adult 
respiratory distress syndrome.10 Of 273 patients in the low-
PEEP group, 24.9% died; of 276 in the high-PEEP group, 
27.5% died. The point estimate from these results is a 2.6% 
absolute risk increase in deaths in the high-PEEP group.

This trial of more than 500 patients might appear to 
exclude any possible benefit from high PEEP. The 95% CI on 
the absolute difference of 2.6% in favor of low PEEP, how-
ever, is 10.0% in favor of low PEEP to 4.7% in favor of high 
PEEP. Were it true that high PEEP reduces the risk of dying 
by almost 5%, all patients would want to receive the high-
PEEP strategy. This would mean one would need to treat 
approximately 20 patients to prevent a premature death. One 
can thus conclude that the trial has not excluded a patient-
important benefit and, in that sense, was not large enough. As 
in this example, negative studies seldom indicate that a treat-
ment is not effective; rather, they fail to demonstrate a benefit.

The examples thus far demonstrate the limitations of 
individual trials that seldom enroll sufficient patients to 
generate satisfactorily narrow CIs. This illustrates why 

Negative Trials Often Fail  
to Exclude an Important Benefit
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we recommend that, whenever possible, clinicians turn 
to systematic reviews and meta-analyses that pool data 
from multiple studies and thus achieve narrower CIs than 
are possible for any single study (see Chapter 4, Finding 
Current Best Evidence).

As implied in our discussion to this point, CIs provide 
a way of answering the question, “Was the meta-analysis 
or individual trial large enough?” In the subsequent 
discussion, we will focus on meta-analyses. If you are 
relying on an individual study, however, the principles are 
identical.

We illustrate the approach in Figure 9-1. In this figure, 
we present the pooled estimates of 4 meta-analyses. The 
width of CIs from meta-analyses are driven by the number 
of patients rather than the number of studies. Thus, the 
narrower CIs (A and C) come from meta-analyses with 
larger numbers of events and patients, though not neces-
sarily larger numbers of studies. 

Figure 9-1 

When Is a Meta-analysis Sample Size Sufficiently Large?  
Four Hypothetical Meta-analysis Results

A

B

C

D

Risk Difference

–1% 0
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Although most forest plots (visual plots of trial results) 
focus on RRs or odds ratios, Figure 9-1 presents the results 
in absolute terms. Thus, the solid vertical line in the center 
of the figure represents a risk difference (RD) (or absolute 
risk reduction) of 0: the experimental and control groups 
have the same mortality. Values to the left of the vertical 
line represent results in which treated groups had a lower 
mortality than the control groups. Values to the right of 
the vertical line represent results in which the treated 
group fared worse and had a higher mortality rate than 
the control group.

Assume that the treatment carries sufficient toxic-
ity or risk such that, in each case, patients would choose 
treatment only if the RD were 1% or greater. That is, if 
the reduction in death rates were greater than 1%, patients 
would consider it worth enduring the toxic effects and risk 
of treatment, but if the reduction in event rates were less 
than 1%, they would not. The dashed line in Figure 9-1 
represents this threshold reduction in death rates of 1%.

Now consider the pooled estimate from meta-analysis A: 
Would you recommend this therapy to your patients if 
the point estimate represented the truth? What if the 
upper boundary of the CI (representing the largest plau-
sible effect) represented the truth? What about the lower 
boundary (representing the smallest plausible effect)?

For all 3 of these questions, the answer is yes, given 
that 1% is the smallest patient-important difference, and 
all suggest a benefit of greater than 1%. Thus, the meta-
analysis is definitive and provides a strong inference about 
the treatment decision.

In the case of meta-analysis B, would your patients 
choose to take the treatment if either the pooled estimate 
or the upper boundary of the CI represented the true effect? 
The answer is yes, the patients would because the reduction 
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in death rate would be greater than the 1% threshold. What 
about the lower boundary? The answer here is no because 
the effect is less than the smallest difference that patients 
would consider large enough to undergo treatment. 
Although meta-analysis B reveals a positive result (ie, the CI 
excludes an effect of 0), the sample size was inadequate and 
yielded a result that remains compatible with risk reduc-
tions below the minimal patient-important difference.

For negative studies, those that fail to exclude a true 
treatment effect of 0, you should focus on the other end of 
the CI, that which represents the largest plausible treatment 
effect consistent with the data. You should consider whether 
that upper boundary of the CI falls below the smallest dif-
ference that patients might consider important. If so, the 
sample size is adequate, and the meta-analysis is definitive: 
the treatment benefit is not worth the undesirable conse-
quences (Figure 9-1, meta-analysis D). If the boundary 
representing the largest plausible effect exceeds the smallest 
patient-important difference, then the meta-analysis is not 
definitive and more trials with larger sample sizes are needed 
(Figure 9-1, meta-analysis C).6

Application of the logic we have described can some-
times yield surprising inferences. In a blinded trial in 
patients with vascular disease, 19 185 patients were ran-
domized to clopidogrel or aspirin (Figure 9-2).11 Patients 
receiving clopidogrel experienced a 5.32% annual risk of 
ischemic stroke, MI, or vascular death vs 5.83% with 
aspirin, an RRR of 8.7% in favor of clopidogrel (95% CI, 
0.3%-16.5%; P = .04). Clopidogrel is much more expensive 
than aspirin. Consider patients with a risk of major vascu-
lar events of 10% in the next year (1000 per 10 000). Using 
the trial’s point estimate of the RRR of 8.7%, such patients 
could expect an absolute reduction in events of 0.87% 
(8.7% of 10%) or 87 fewer events in 10 000 treated patients. 
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Those averse to vascular events may well choose clopi-
dogrel, and were the upper boundary of the CI the true 
effect (16.5% RRR or, assuming again baseline risk of 1000 
in 10 000,  165 fewer events in 10 000), they most likely 
would. If the lower boundary represented the truth, an 
absolute reduction of only 3 events in 10 000 patients, few, 
if any, would choose the more expensive drug. Given the 
different choices at different ends of the CI, we can con-
clude that the sample size—almost 20 000 patients—was 
insufficient to provide a definitive answer.

Our logic depends on specifying a threshold benefit 
below which, given the toxicity, cost, and burden of treat-
ment, patients are unlikely to choose to use the intervention. 
Investigators seldom engage in the discussion of the threshold; 

01.0%

RCT of 19185 patients

1.65% – 0.87 – 0.03%

RR, 0.91 (95% CI, 0.835–0.997)

Absolute RR in patients 
with 10% baseline risk

Clopidogrel Better Aspirin Better

Figure 9-2 

Clopidogrel or Acetylsalicylic Acid for Threatened  
Vascular Events

Abbreviations: CI, confidence interval; RCT, randomized clinical trial; RR, relative risk; 
RRR, relative risk reduction.
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however, if you are to avoid subjecting patients to treatments 
with marginal benefits and substantial downsides while incor-
porating their values and preferences, you and your patients 
should do so.

The advent of studies designed to help determine whether 
we should substitute a treatment that is less expensive, easier 
to administer, or less toxic for an existing treatment has forced 
investigators to be explicit about thresholds. In such noninfe-
riority trials, we will be ready to make the substitution only if 
we are sure that the experimental treatment is not substantially 
less effective than the standard treatment. We deal in detail with 
the logic of the noninferiority trial in Chapter 7, How to Use a 
Noninferiority Trial. 

Conclusion

To decide on your confidence in results, in a positive trial 
or meta-analysis establishing that the effect of treatment is 
greater than 0, look to the lower boundary of the CI to deter-
mine whether the sample size has been adequate. If this lower 
boundary—the smallest plausible treatment effect compatible 
with the data—is greater than the smallest difference that you 
consider important, the sample size is adequate and the trial or 
meta-analysis is definitive. If the lower boundary is less than 
this smallest important difference, the results are nondefinitive 
and further trials are required.

In a negative trial or meta-analysis, look to the upper bound-
ary of the CI to determine whether the sample size has been 
adequate. If this upper boundary, the largest treatment effect 
plausibly compatible with the data, is less than the smallest dif-
ference that you consider important, the sample size is adequate 
and the results are definitively negative. If the upper boundary 
exceeds the smallest important difference, there may still be an 
important positive treatment effect, the trial is nondefinitive,  
and further trials are required.
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In This Chapter

Clinical Scenario 

Does Soy Milk (or Soy Formula) Increase the Risk  
of Developing Peanut Allergy in Children?

Finding the Evidence

How Serious Is the Risk of Bias?

Cohort Studies
In a Cohort Study, Aside From the Exposure of Interest, 
Did the Exposed and Control Groups Start and Finish 
With the Same Risk for the Outcome?
Case-Control Studies
In a Case-Control Study, Did the Cases and Control 
Group Have the Same Risk (Chance) for Being 
Exposed in the Past?
What Is the Risk of Bias in Cross-sectional Studies?

(continued on following page)
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What Is the Risk of Bias in Case Series  
and Case Reports?
How Serious Is the Risk of Bias: Summary

What Are the Results?

How Strong Is the Association Between  
Exposure and Outcome?
How Precise Is the Estimate of the Risk?

How Can I Apply the Results to Patient Care?

Were the Study Patients Similar  
to the Patient in My Practice?
Was Follow-up Sufficiently Long?
Is the Exposure Similar to What Might Occur  
in My Patient?
What Is the Incremental Risk?
Are There Any Benefits That Offset the Risks 
Associated With Exposure?

Clinical Scenario Resolution 



10: Harm (Observational Studies)    181

CLINIcAL ScENARIo

Does Soy Milk (or Soy Formula) 
Increase the Risk of Developing 

Peanut Allergy in Children?
You are a general practitioner examining a 29-year-old patient 

who is 8 months pregnant with her second child. Her first child, 

who is now 3 years old, had an intolerance to cow’s milk as  

an infant. He was switched to soy formula and then soy milk, 

which he subsequently tolerated well. At 2 years of age, cow’s 

milk was reintroduced without any problems, and he has been 

receiving cow’s milk since. The mother was planning to start 

feeding her next child soy formula at birth but heard from a neigh-

bor that it can increase the risk of peanut allergy in her child—a 

potentially serious and lifelong problem. She asks for your advice 

on the topic. Because you are not familiar with this issue, you 

inform the patient that you will examine the evidence and discuss 

your findings with her when she returns for her next prenatal visit 

in 1 week. 

You formulate the relevant question: In infants, is there an 
association between exposure to soy milk and the subse-
quent development of peanut allergy? You search a point-
of-care clinician evidence synthesis tool with the term 
“peanut allergy.” Under the subtopic “Causes and Risk 
Factors,” you see that “consumption of soy milk or soy 
formula” is identified as a possible risk factor and a refer-
ence is provided. You click on the hypertext link to view 
the relevant article.1

Finding the Evidence
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The article describes a case-control study that used a geographi-
cally defined cohort of 13 971 preschool children. The investi-
gators identified children with a convincing history of peanut 
allergy who reacted to a peanut challenge in which they were 
blind to whether they were being exposed to peanut protein or 
a “placebo.” They collected detailed information from the chil-
dren’s parents and from 2 groups of control parents (a random 
sample from the geographically defined cohort and from a sub-
group of children from the cohort who had eczema in the first 
6 months of life and whose mothers had a history of eczema).

Box 10-1 presents our usual 3-step approach to using an 
article about harm from the medical literature to guide your 
practice. You will find these criteria useful for a variety of issues 
that involve concerns of etiology or risk factors in which a poten-
tially harmful exposure cannot be randomly assigned. These 
observational studies involve using cohort or case-control designs.

How Serious Is the Risk of Bias?

Clinicians often encounter patients who face potentially harm-
ful exposures to either medical interventions or environmental 
agents. These circumstances give rise to common questions: Do 
cell phones increase the risk of brain tumors? Do vasectomies 
increase the risk of prostate cancer? Do changes in health care 
policies (eg, activity-based funding) lead to harmful health 
outcomes? When examining these questions, clinicians and 
administrators must evaluate the risk of bias, the strength of the 
association between the assumed cause and the adverse out-
come, and the relevance to patients in their practice or domain.

In answering any clinical question, our first goal should be 
to identify whether there is an existing systematic review of the 
topic that can provide a summary of the highest-quality avail-
able evidence (see the Summarizing the Evidence section). 
Interpreting such a review requires an understanding of the 
rules of evidence for individual or primary studies, randomized 
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Box 10-1

Users’ Guides for an Article About Harm
How serious is the risk of bias?

In a cohort study, aside from the exposure of interest, did the 

exposed and control groups start and finish with the same 

risk for the outcome?

Were patients similar for prognostic factors that are known to 

be associated with the outcome (or did statistical adjustment 

address the imbalance)?

Were the circumstances and methods for detecting the out-

come similar?

Was the follow-up sufficiently complete? 

In a case-control study, did the cases and control group have 

the same risk for being exposed in the past?

Were cases and controls similar with respect to the indication 

or circumstances that would lead to exposure (or did statisti-

cal adjustment address the imbalance)?

Were the circumstances and methods for determining expo-

sure similar for cases and controls?

What are the results?

How strong is the association between exposure and 

outcome?

How precise was the estimate of the risk?

How can I apply the result to patient care?

Were the study patients similar to the patient in my practice?

Was follow-up sufficiently long?

Is the exposure similar to what might occur in my patient?

What is the magnitude of the risk?

Are there any benefits that are known to be associated with 

exposure?
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clinical trials (RCTs), and observational studies. The tests for 
judging the risk of bias associated with results of observational 
studies will help you decide whether exposed and control groups 
(or cases and controls) began and completed the study with 
sufficient similarities that we can obtain a minimally biased 
assessment of the influence of exposure on outcome (see 
Chapter 5, Why Study Results Mislead: Bias and Random Error).

Randomized clinical trials provide less biased estimates 
of potentially harmful effects than other study designs because 
randomization is the best way to ensure that groups are balanced 
with respect to known and unknown determinants of the out-
come (see Chapter 6, Therapy [Randomized Trials]). Although 
investigators conduct RCTs to determine whether therapeutic 
agents are beneficial, they also should look for harmful effects 
and may sometimes make surprising discoveries about the 
adverse effects of the intervention on their primary outcomes.

There are 4 reasons why RCTs may not be helpful for deter-
mining whether a putative harmful agent truly has deleterious 
effects. First, we may consider it unethical to randomize patients 
to exposures that might result in harmful effects without benefit 
(eg, smoking). 

Second, we are often concerned about rare and serious 
adverse effects that may become evident only after tens of thou-
sands of patients have consumed a medication for a period of 
years. For instance, even a very large RCT failed to detect an 
association between clopidogrel and thrombotic thrombocyto-
penic purpura,3 which appeared in a subsequent observational 
study.4 Randomized clinical trials that address adverse effects 
may be feasible for adverse event rates as low as 1%,5,6 but the 
RCTs needed to explore harmful events occurring in fewer than 
1 in 100 exposed patients are logistically difficult and often pro-
hibitively expensive because of the huge sample size and lengthy 
follow-up required. Meta-analyses may be helpful when the 
event rates are very low.7 However, availability of large-scale evi-
dence on specific harms in systematic reviews is not common. 
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For example, in a report of nearly 2000 systematic reviews, only 
25 had large-scale data on 4000 or more randomized partici-
pants regarding well-defined harms that might be associated 
with the interventions under study.8 

Third, RCT duration of follow-up is limited, yet not infre-
quently we are interested in knowing effects years, or even 
decades, after the exposure (eg, long-term consequences of 
chemotherapy in childhood).9 

Fourth, even when events are sufficiently frequent and 
occur during a time frame feasible for RCTs to address, study 
reports often fail to adequately provide information on harm.10

Given that clinicians will not find RCTs to answer most 
questions about harm, they must understand the alternative 
strategies used to minimize bias. This requires a familiarity with 
observational study designs (Table 10-1). 

There are 2 main types of observational studies: cohort and 
case-control. In a cohort study, investigators identify exposed 
and nonexposed groups of patients, each a cohort, and then 
follow them forward in time, monitoring the occurrence of 
outcomes of interest in an attempt to identify whether there is an 
association between the exposure and the outcomes. The cohort 
design is similar to an RCT but without randomization; rather, 
the determination of whether a patient received the exposure of 
interest results from the patient’s or investigator’s preference or 
from happenstance.

Case-control studies also assess associations between expo-
sures and outcomes. Rare outcomes or those that take a long 
time to develop can threaten the feasibility not only of RCTs 
but also of cohort studies. The case-control study provides 
an alternative design that relies on the initial identification of 
cases—that is, patients who have already developed the target 
outcome—and the selection of controls—persons who do not 
have the outcome of interest. Using case-control designs, inves-
tigators assess the relative frequency of previous exposure to the 
putative harmful agent in the cases and the controls.
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TABLE 10-1

Directions of Inquiry and Key Methodologic Strengths and Weaknesses for Different Study Designs

Design Starting 
Point

Assessment Strengths Weaknesses

Randomized 
clinical trial

Exposure 
status

Outcome event 
status

Low susceptibility to bias Feasibility and general-
izability constraints

Cohort Exposure 
status

Outcome event 
status

Feasible when randomization 
of exposure not possible, 
generalizability

Susceptible to bias

Case-control Outcome 
event status

Exposure status Overcomes temporal delays 
and the need for huge 
sample sizes to accumulate 
rare events 

Susceptible to bias
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Cohort Studies

Cohort studies may be prospective or retrospective. In pro-
spective cohort studies, the investigator enrolls patients or 
participants, starts the follow-up, and waits for the outcomes 
(events of interest) to occur. Such studies may take many years 
to complete, and thus they are difficult to conduct. An advan-
tage, however, is that the investigators can plan how to monitor 
patients and collect data. 

In retrospective cohort studies, the data regarding both 
exposures and outcomes have been previously collected; the 
investigator obtains the data and determines whether par-
ticipants with and without the outcome of interest have been 
exposed to the putative causal agent or agents. These studies are 
easier to perform because they depend on the availability of data 

For example, in addressing the impact of nonsteroidal 
anti-inflammatory drugs (NSAIDs) on clinically appar-
ent upper gastrointestinal tract hemorrhage, investiga-
tors needed a cohort study to deal with the problem of 
infrequent events. Bleeding among those taking NSAIDs 
has been reported to occur approximately 1.5 times 
per 1000 person-years of exposure, in comparison with 
1.0 per 1000 person-years in those not taking NSAIDs.11 
Because the event rate in unexposed patients is so low 
(0.1%), an RCT to study an increase in risk of 50% would 
require huge numbers of patients (sample size calcula-
tions suggested approximately 75 000 patients per group) 
for adequate power to test the hypothesis that NSAIDs 
cause the additional bleeding.12 Such an RCT would  
not be feasible, but a cohort study, in which the informa-
tion comes from a large administrative database, would 
be possible.
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on exposures and outcomes that have already happened. On the 
other hand, the investigator has less control over the quality and 
relevance of the available data. In the end, clinicians need not 
pay too much attention to whether studies are prospective or 
retrospective but should instead focus on the risk of bias criteria 
in Box 10-1.

In a Cohort Study, Aside From the Exposure  
of Interest, Did the Exposed and Control Groups  
Start and Finish With the Same Risk for the Outcome?

Were Patients Similar for Prognostic Factors That Are Known  
to Be Associated With the Outcome (or Did Statistical 
Adjustment Level Address This Imbalance)?
Cohort studies will yield biased results if the group exposed 
to the putative harmful agent and the unexposed group 
begin with additional differences in baseline characteristics 
that give them a different prognosis (ie, a different risk of 
the target outcome) and if the analysis fails to deal with this 
imbalance. For instance, in the association between NSAIDs 
and the increased risk of upper gastrointestinal tract bleed-
ing, age may be associated with exposure to NSAIDs and 
gastrointestinal bleeding. In other words, because patients 
taking NSAIDs will be older and because older patients are 
more likely to bleed, this variable makes attribution of an 
increased risk of bleeding to NSAID exposure problematic. 
When a variable with prognostic power differs in frequency 
in the exposed and unexposed cohorts, we refer to the situa-
tion as confounding.

There is no reason that patients who self-select (or who 
are selected by their physicians) for exposure to a potentially 
harmful agent should be similar to the nonexposed patients 
with respect to important determinants of the harmful out-
come. Indeed, there are many reasons to expect they will not 
be similar. Physicians are appropriately reluctant to prescribe 
medications they perceive will put their patients at risk.
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Therefore, investigators must document the characteristics 
of the exposed and nonexposed participants and either dem-
onstrate their comparability (very unusual in cohort studies) 
or use statistical techniques to adjust for these differences. 
Effective adjusted analyses for prognostic factors require the 

In one study, 24.1% of patients who were given a then-new 
NSAID, ketoprofen, had received peptic ulcer therapy 
during the previous 2 years compared with 15.7% of the 
control population.13 The likely reason is that the keto-
profen manufacturer succeeded in persuading clinicians 
that ketoprofen was less likely to cause gastrointestinal 
bleeding than other agents. A comparison of ketoprofen 
to other agents would be subject to the risk of finding a 
spurious increase in bleeding with the new agent (com-
pared with other therapies) because higher-risk patients 
would have been receiving the ketoprofen. This bias may 
be referred to as a selection bias or a bias due to confound-
ing by indication.

The prescription of benzodiazepines to elderly patients 
provides another example of the way that selective physician 
prescribing practices can lead to a different distribution of 
risk in patients receiving particular medications, sometimes 
referred to as the channeling bias.14 Ray et al15 found an associ-
ation between long-acting benzodiazepines and risk of falls 
(relative risk [RR], 2.0; 95% confidence interval [CI], 1.6-2.5) 
in data from 1977 to 1979 but not in data from 1984 to 1985 
(RR, 1.3; 95% CI, 0.9-1.8). The most plausible explanation 
for the change is that patients at high risk for falls (those 
with dementia) selectively received these benzodiazepines 
during the earlier period. Reports of associations between  
benzodiazepine use and falls led to greater caution, and the 
apparent association disappeared when physicians began to 
avoid using benzodiazepines in those at high risk of falling.
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accurate measurement of those prognostic factors. For prospec-
tive cohorts, the investigators may take particular care of the 
quality of this information. For retrospective databases, however, 
one has to make use of what is available. Large administrative 
databases, although providing a sample size that may allow 
ascertainment of rare events, often have limited quality of data 
concerning relevant patient characteristics, health care encoun-
ters, or diagnoses. For example, in a cross-sectional study 
designed to measure the accuracy of electronic reporting of care 
practices compared with manual review, electronic reporting 
significantly underestimated rates of appropriate asthma medi-
cation and pneumococcal vaccination and overestimated rates 
of cholesterol control in patients with diabetes.16 

Even if investigators document the comparability of 
potentially confounding variables in exposed and nonexposed 
cohorts, and even if they use statistical techniques to adjust for 
differences, important prognostic factors that the investigators 
do not know about or have not measured may be unbalanced 
between the groups and thus may be responsible for differences 
in outcome. We call this residual confounding. 

Returning to our earlier example, it may be that the ill-
nesses that require NSAIDs, rather than the NSAIDs 
themselves, contribute to the increased risk of bleeding. 
Thus, the strength of inference from a cohort study will 
always be less than that of a rigorously conducted RCT. 

Were the Circumstances and Methods  
for Detecting the Outcome Similar?
In cohort studies, ascertainment of outcome is the key issue. 
For example, investigators have reported a 3-fold increase in 
the risk of malignant melanoma in individuals who work with 
radioactive materials. One possible explanation for some of 
the increased risk might be that physicians, concerned about a 
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possible risk, search more diligently and therefore detect dis-
ease that might otherwise go unnoticed (or they may detect dis-
ease at an earlier point). This could result in the exposed cohort 
having an apparent, but spurious, increase in risk—a situation 
known as surveillance bias.18

The choice of outcome may partially address this problem. 
In one cohort study, for example, investigators assessed 
perinatal outcomes among infants of men exposed to lead 
and organic solvents in the printing industry by means of 
a cohort study that assessed all of the men who had been 
members of the printers’ unions in Oslo, Norway.19 The 
investigators used job classification to categorize the fathers 
as being exposed to lead and organic solvents or not exposed 
to those substances. Investigators’ awareness of whether the 
fathers had been exposed to the lead or solvents might bias 
their assessment of the infant’s outcome for minor birth 
defects or defects that required special investigative pro-
cedures. On the other hand, an outcome such as preterm 
birth would be unlikely to increase simply as a result of 
detection bias (the tendency to look more carefully for an 
outcome in one of the comparison groups) because prior 
knowledge of exposure is unlikely to influence whether an 
infant is considered preterm or not. The study found that 
exposure was associated with an 8-fold increase in preterm 
births but no increase in birth defects, so detection bias was 
not an issue for the results that were obtained in this study.

Was the Follow-up Sufficiently Complete?
As we pointed out in Chapter 6, Therapy (Randomized Trials), 
loss to follow-up can introduce bias because the patients who are 
lost may have different outcomes from those patients still available 
for assessment. This is particularly problematic if there are differ-
ences in follow-up between the exposed and nonexposed groups.
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Case-Control Studies

Case-control studies are always retrospective in design. The 
outcomes (events of interest) have already happened and 
participants are designated to 1 of 2 groups: those with the 
outcomes (cases) and those where the outcome is absent 
(controls). Retrospectively, investigators ascertain prior expo-
sure to putative causal agents. This design entails inherent risks 
of bias because exposure data require memory and recall or are 
based on a collection of data that were originally accumulated 
for purposes other than the intended study.

In a Case-Control Study, Did the Cases and Control  
Group Have the Same Risk (Chance) for Being  
Exposed in the Past?

Were Cases and Controls Similar With Respect to the Indication 
or Circumstances That Would Lead to Exposure (or Did 
Matching or Statistical Adjustment Address the Imbalance)?
As with cohort studies, case-control studies are susceptible 
to unmeasured confounding. For instance, in looking at the 
association between use of β-agonists and mortality among 
patients with asthma, investigators need to consider—and 

For example, in a well-executed study,20 investigators 
determined the vital status of 1235 of 1261 white men 
(98%) employed in a chrysotile asbestos textile operation 
between 1940 and 1975. The RR for lung cancer death 
over time increased from 1.4 to 18.2 in direct proportion 
to the cumulative exposure among asbestos workers with 
at least 15 years since first exposure. In this study, the 2% 
missing data were unlikely to affect the results, and the 
loss to follow-up did not threaten the strength of the infer-
ence that asbestos exposure caused lung cancer deaths.
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match or adjust for—previous hospitalization and use of other 
medications to avoid confounding by disease severity. Patients 
who use more β-agonists may have more severe asthma, and 
this severity, rather than β-agonist use, may be responsible for 
increased mortality. As in cohort studies, however, matching 
and adjustment cannot eliminate the risk of bias, particularly 
when exposure varies over time. In other words, matching or 
adjustment for hospitalization or use of other medications may 
not adequately capture all of the variability in underlying disease 
severity in asthma. In addition, the adverse lifestyle behaviors of 
patients with asthma who use large amounts of β-agonists could 
be the real explanation for the association.

To further illustrate the concern about unmeasured con-
founding, consider the example of a case-control study 
that was designed to assess the association between dieth-
ylstilbestrol ingestion by pregnant women and the devel-
opment of vaginal adenocarcinomas in their daughters 
many years later.21 An RCT or prospective cohort study 
designed to test this cause-and-effect relationship would 
have required at least 20 years from the time when the 
association was first suspected until the completion of 
the study. Furthermore, given the infrequency of the 
disease, an RCT or a cohort study would have required 
hundreds of thousands of participants. By contrast, using 
the case-control strategy, the investigators delineated 2 
relatively small groups of young women. Those who had 
the outcome of interest (vaginal adenocarcinoma) were 
designated as the cases (n = 8), and those who did not 
experience the outcome were designated as the controls 
(n = 32). Then, working backward in time, the investiga-
tors determined exposure rates to diethylstilbestrol for the 
2 groups. They found a significant association between in 
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utero diethylstilbestrol exposure and vaginal adenocar-
cinoma, and they found their answer without a delay of  
20 years and by studying only 40 women.

An important consideration in this study would be 
whether the cases could have been exposed to diethylstil-
bestrol in any special circumstances that would not have 
affected women in the control group. In this situation, 
diethylstilbestrol had been prescribed to women at risk 
for miscarriages or premature births. Could either of these 
indications be a confounder? Before the introduction 
of diethylstilbestrol, vaginal adenocarcinoma in young 
women was uncommon, but miscarriages and premature 
birth were common. Thus, it would be unlikely that mis-
carriages and premature births were directly associated 
with vaginal adenocarcinoma, and in the absence of such 
an association, neither could be a confounder. 

In another study, investigators used a case-control 
design relying on computer-record linkages between 
health insurance data and a drug insurance plan to investi-
gate the possible association between use of β-adrenergic 
agonists and mortality rates in patients with asthma.22 The 
database for the study included 95% of the population of 
the province of Saskatchewan, Canada. The investigators 
selected 129 patients who had experienced a fatal or near-
fatal asthma attack to serve as cases and used a matching 
process to select another 655 patients who also had 
asthma but who had not had a fatal or near-fatal asthma 
attack to serve as controls.

The tendency of patients with more severe asthma 
to use more β-adrenergic medications could create a 
spurious association between drug use and mortality rate. 
The investigators attempted to control for the confound-
ing effect of disease severity by measuring the number of 
hospitalizations in the 24 months before death (for the 
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Were the Circumstances and Methods for Determining 
Exposure Similar for Cases and Controls?
In case-control studies, ascertainment of the exposure is a 
key issue. However, if case patients have a better memory for 
exposure than control patients, the result will be a spurious 
association.

cases) or before the index date of entry into the study (for 
the control group) and by using an index of the aggregate 
use of medications. They found an association between 
the routine use of large doses of β-adrenergic agonists 
through metered-dose inhalers and death from asthma 
(odds ratio [OR], 2.6 per canister of inhaler per month; 
95% CI, 1.7-3.9), even after correcting for measures of 
disease severity.

For example, a case-control study found a 2-fold increase 
in risk of hip fracture associated with psychotropic drug 
use.23 In this study, investigators established drug expo-
sure by examining computerized claim files from the 
Michigan Medicaid program, a strategy that avoided 
selective memory of exposure—recall bias—and differ-
ential probing of cases and controls by an interviewer—
interviewer bias.

Another example was a case-control study that evalu-
ated whether the use of cell phones was associated with 
an increased risk of motor vehicle crash.24 Suppose the 
investigators had tried to ask people who had a motor 
vehicle crash and control patients (who were in no crash 
at the same day and time) whether they were using their 
cell phone around the time of interest. People who were 
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in a crash would have been more likely to recall such use 
because their memory might be heightened by the unfor-
tunate circumstances. This would have led to a spurious 
association because of differential recall. Alternatively, 
they might specifically deny the use of a cell phone 
because of embarrassment or legal concerns, thus obscur-
ing an association. Therefore, the investigators in this 
study used a computerized database of cell phone use 
instead of patient recall.24 Moreover, the investigators 
used each person in a crash as his or her own control. 
The time of the crash was matched against corresponding 
times of the life of the same person when they were driv-
ing but when no crash occurred (eg, same time driving to 
work). This appropriate design established that use of cell 
phones was associated with an increased risk of having a 
motor vehicle crash.

Not all studies have access to unbiased informa-
tion on exposure. For instance, in a case-control study 
of the association between coffee and pancreatic cancer, 
the patients with cancer may be more motivated to iden-
tify possible explanations for their problem and provide 
a greater recounting of coffee use.25 Also, if the inter-
viewers are not blinded to whether a patient is a case or 
a control patient, the interviewer may probe deeper for 
exposure information from cases. In this particular study, 
there were no objective sources of data regarding expo-
sure. Recall or interviewer bias might have explained the 
apparent association.

As it happened, another bias provided an even more 
likely explanation for what turned out to be a spurious asso-
ciation. The investigators chose control patients from the 
practices of the physicians treating the patients with pancre-
atic cancer. These control patients had a variety of gastroin-
testinal problems, some of which were exacerbated by coffee 
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ingestion. The control patients had learned to avoid coffee, 
which explains the investigators’ finding of an association 
between coffee (which the patients with pancreatic cancer 
consumed at general population levels) and pancreatic 
cancer. Subsequent investigations, using more appropriate 
controls, refuted this association.26

In addition to a biased assessment of exposure, random 
error in exposure ascertainment is also possible. In random 
misclassification, exposed and unexposed patients are mis-
classified, but the rates of misclassification are similar in cases 
and controls. Such nondifferential misclassification dilutes 
any association (ie, the true association will be larger than the 
observed association). Fortunately, unless the misclassification 
is extremely large, the reduction in the true association will not 
be important.

What Is the Risk of Bias in Cross-sectional Studies?

Like the cohort and the case-control study, the cross-sectional 
study is also an observational study design. Like a cohort 
study, a cross-sectional study is based on an assembled pop-
ulation of exposed and unexposed participants. However, in 
the cross-sectional study, the exposure and the existing or 
prevalent outcome are measured at the same point in time. 
Accordingly, the direction of association may be difficult to 
determine. Another important limitation is that the outcome 
or the threat of experiencing an adverse outcome may have 
led patients assigned as cases to leave the study, so a measure 
of association may be biased against the association. However, 
cross-sectional studies are relatively inexpensive and quick 
to conduct and may be useful in generating and exploring 
hypotheses that will be subsequently investigated using other 
observational designs or RCTs.
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What Is the Risk of Bias in Case Series  
and Case Reports?

Case series (descriptions of a series of patients) and case reports 
(descriptions of individual patients) do not provide any com-
parison groups, so it is impossible to determine whether the 
observed outcome would likely have occurred in the absence of 
the exposure. Although descriptive studies have been reputed 
to have significant findings mandating an immediate change in 
clinician behavior, this is rarely justified, and without availabil-
ity of evidence from stronger study designs, there are potentially 
undesirable consequences when actions are taken in response 
to evidence warranting very low confidence. Recall the conse-
quences of case reports of specific birth defects occurring in 
association with thalidomide exposure.27

Consider the case of the drug Bendectin (a combination 
of doxylamine, pyridoxine, and dicyclomine used as an 
antiemetic in pregnancy), whose manufacturer with-
drew it from the market as a consequence of case reports 
suggesting that it was teratogenic.28 Later, although a 
number of comparative studies reported the drug’s relative 
safety,29 they could not eradicate the prevailing litigious 
atmosphere—which prevented the manufacturer from 
reintroducing Bendectin. Thus, many pregnant women 
who might have benefited from the drug’s availability were 
denied the symptomatic relief it could have offered.

For some interventions, registries of adverse events may 
provide the best possible initial evidence. For example, there are 
vaccine registries that record adverse events among people who 
have received the vaccine. These registries may signal problems 
with a particular adverse event that would be very difficult to 
capture from prospective studies limited by sample sizes that 
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were too small. Even retrospective studies might be too difficult 
to conduct if people who receive the vaccine differ substantially 
from those who do not and if adjustment or matching cannot 
deal with the differences. In this situation, investigators might 
conduct a before-after study using the general population before 
the introduction of the new vaccine occurred. Such compari-
sons using historical controls are, however, prone to bias because 
many other factors may have changed in the same period. If, 
however, changes in the incidence of an adverse event are very 
large, the signal may be real. An example is the clustering of 
intussusception cases among children receiving a particular 
type of rotavirus vaccine,30 resulting in a decision to withdraw 
the vaccine. The association was subsequently supported by a 
case-control study.31 Eventually, another type of rotavirus vac-
cine was developed that did not cause this adverse event. 

In general, clinicians should not draw conclusions about 
relationships from case series, but rather, they should recognize 
that the results may generate questions, or even hypotheses, that 
clinical investigators can address with studies that have opti-
mal safeguards against risk of bias. When the immediate risk 
of exposure outweighs the benefits (and outweighs the risk of 
stopping an exposure), the clinician may have to make a man-
agement decision with less than optimal data.

How Serious Is the Risk of Bias: Summary

Just as it is true for the resolution of questions of therapeutic 
effectiveness, clinicians should first look to RCTs to resolve 
issues of harm. They will often be disappointed in the search 
and must make use of studies of weaker design. Regardless of 
the design, however, they should look for an appropriate con-
trol population. For cohort studies, the control group should 
have a similar baseline risk of outcome, or investigators should 
have used statistical techniques to adjust for differences. In case-
control studies, the cases and the controls should have had a 
similar opportunity to have been exposed, so that if a difference 
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in exposure is observed, one might legitimately conclude that 
the association could be due to a link between the exposure and 
the outcome and not due to a confounding factor. Nevertheless, 
investigators should routinely use statistical techniques to match 
cases and controls or adjust for differences.

Even when investigators have taken all of the appropri-
ate steps to minimize bias, clinicians should bear in mind that 
residual differences between groups still may bias the results of 
observational studies.32 Because evidence, clinician preferences, 
and patient values and preferences determine the use of inter-
ventions in the real world, exposed and unexposed patients are 
likely to differ in prognostic factors.

Using the Guide

Returning to our earlier discussion, the study that we retrieved 

investigating the association between soy milk (or soy formula) 

and the development of peanut allergy used a case-control 

design.1 Those with peanut allergy (cases) appeared to be similar 

to controls with respect to the indication or circumstances lead-

ing to soy exposure, but there were a few potentially important 

imbalances. In the peanut allergy group, a family history of peanut 

allergy and an older sibling with a history of milk intolerance were 

more common and could have biased the likelihood of a subse-

quent child’s being exposed to soy. To avoid confounding, the 

investigators conducted an adjusted analysis.

The methods for determining exposure were similar for cases 

and controls because the data were collected with the interview-

ers and parents unaware of the hypothesis that related soy expo-

sure to peanut allergy (thus avoiding interviewer bias and perhaps 

recall bias). With regard to access to soy, all of the children came 

from the same geographic region, although this does not ensure 

that cultural and economic factors that might determine soy 

access were similar in cases and controls. Overall, protection 

from risk of bias seemed adequate.
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What Are the Results?

How Strong Is the Association Between  
Exposure and Outcome?

We describe options that can be used for expressing an associa-
tion between an exposure and an outcome—the risk ratio or RR 
and the OR—in other chapters of this book (see Chapter 8, Does 
Treatment Lower Risk? Understanding the Results).

For example, in a cohort study that assessed in-hospital 
mortality after noncardiac surgery in male veterans, 23 
of 289 patients with a history of hypertension died com-
pared with 3 of 185 patients without the condition. 34 The 
RR for mortality in hypertensive patients compared with 
normotensive patients (23/289 and 3/185, respectively) 
was 4.9 (95% CI, 1.5-16.1). The RR tells us that death after 
noncardiac surgery occurs almost 5 times more often in 
patients with hypertension than in normotensive patients.

The estimate of the RR depends on the availability of sam-
ples of exposed and unexposed patients, where the proportion 
of the patients with the outcome of interest can be determined. 
The RR is not applicable to case-control studies in which the 
number of cases and controls—and, therefore, the proportion 
of individuals with the outcome—is chosen by the investiga-
tor. For case-control studies, instead of using a ratio of risks, 
the RR, we use a ratio of odds, the OR, specifically the odds of 
a case patient being exposed divided by the odds of a control 
patient being exposed. Unless the risk of the outcome in the 
relevant population is high (20% or more), you can think of the 
OR as providing a good estimate of the much easier to concep-
tualize RR.
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How Precise Is the Estimate of the Risk?

Clinicians can evaluate the precision of the estimate of risk 
by examining the CI around that estimate (see Chapter 9, 
Confidence Intervals: Was the Single Study or Meta-analysis 
Large Enough?). In a study in which investigators have found 
an association between an exposure and an adverse outcome, 
the lower limit of the estimate of RR associated with the adverse 
exposure provides an estimate of the lowest possible magnitude 
of the association. Alternatively, in a negative study (in which 
the results are not statistically significant), the upper bound-
ary of the CI around the RR tells the clinician just how big an 
adverse effect still may be present, despite the failure to find a 
statistically significant association.

Using the Guide

The investigators calculated an OR of 2.6 (95% CI, 1.3-5.2)  

for the risk of peanut allergy in those exposed to soy vs those 

not exposed.1 These results were adjusted for skin manifesta-

tions of allergy (ie, atopy). The consumption of soy by the infants 

was independently associated with peanut allergy and could not 

be explained as a dietary response to other atopic conditions. It 

nevertheless remains possible that the association with soy was 

confounded by other, unknown factors. Unfortunately, the inves-

tigators did not evaluate the possibility of a dose-response rela-

tionship for soy exposure and the development of peanut allergy.

How Can I Apply the Results 
to Patient Care?

Were the Study Patients Similar to the Patient  
in My Practice?

If possible biases in a study are not sufficient to dismiss the study 
out of hand, you should consider the extent to which the results 
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might apply to the patient in your practice. Would your patient 
have met the eligibility criteria? Is your patient similar to those 
described in the study with respect to potentially important 
factors, such as patient characteristics or medical history? If not, 
is the biology of the harmful exposure likely to be different for 
the patient for whom you are providing care?

Was Follow-up Sufficiently Long?

Studies can be pristine in terms of avoiding bias but of lim-
ited use if patients are not followed up for a sufficiently long 
period. That is, they may provide an unbiased estimate of the 
effect of an exposure during the short term, but the time frame 
in which we are interested is a substantially longer period. 
For example, most cancers take a decade or longer to develop 
from the original assault at the biologic level to the clinically 
detected malignant tumor. If the question is whether a specific 
exposure, say to an industrial chemical, is related to a subse-
quent cancer, one would not expect cancers detected in the 
first few years to reflect any of the effect of the exposure under 
question.

Is the Exposure Similar to What 
Might Occur in My Patient?

Clinicians should ask whether there are important differences in 
the exposures of a study (eg, dose and duration) between their 
patient and the patients in the study. For example, it should be 
clear that the risk of thrombophlebitis associated with oral con-
traceptive use described in the 1970s may not be applicable to 
the patient in the 21st century because of the lower estrogen 
dose in oral contraceptives currently used. Another example of 
questionable applicability comes from a study that found that 
workers employed in a chrysotile asbestos textile operation 
between 1940 and 1975 had an increased risk of lung cancer 
death, a risk that increased from 1.4 to 18.2 in direct relation 
to cumulative exposure among asbestos workers with at least 
15 years since first exposure.18 The study does not provide 
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trustworthy information regarding what might be the risks 
associated with only brief or intermittent exposure to asbestos 
(eg, a person working for a few months in an office located in a 
building subsequently found to have abnormally high asbestos 
levels).

What Is the Incremental Risk?

The RR and OR do not tell us how frequently the problem 
occurs; they tell us only that the observed effect occurs more 
or less often in the exposed group vs the unexposed group. 
Even when we observe a large and statistically significant rela-
tive difference between the 2 groups, the results still may not be 
important if the adverse event is rare. Thus, we need a method 
for assessing the absolute impact of the exposure. In our discus-
sion of therapy (see Chapter 6, Therapy [Randomized Trials], 
and Chapter 8, Does Treatment Lower Risk? Understanding the 
Results), we describe how to calculate the risk difference and 
the number of patients whom clinicians must treat to prevent 
an adverse event (number needed to treat). When the issue is 
harm, we can use data from a randomized trial or cohort study 
(but not a case-control study) in a similar way to calculate the 
number of patients who would have to be exposed to result in 
an additional harmful event. However, this calculation requires 
knowledge of the absolute risk in unexposed individuals in our 
population. 

For example, during a mean of 10 months of follow-
up, investigators conducting the Cardiac Arrhythmia 
Suppression Trial, an RCT of antiarrhythmic agents,35 
found that the mortality rate was 3.0% for placebo-treated 
patients and 7.7% for those treated with either encainide 
or flecainide. The absolute risk increase was 4.7%, the 
reciprocal of which (100/4.7) tells us that, on average, for 
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every 21 patients treated with encainide or flecainide  
for approximately a year, there would be 1 excess death. 

This contrasts with our example of the association 
between NSAIDs and upper gastrointestinal tract bleed-
ing. Of 2000 unexposed patients in that study, 2 will have 
a bleeding episode each year. Of 2000 patients taking 
NSAIDs, 3 will have such an episode each year. Thus, if we 
treat 2000 patients with NSAIDs, we can expect a single 
additional bleeding event.11

Are There Any Benefits That Offset 
the Risks Associated With Exposure?

Even after evaluating the evidence that an exposure is harmful 
and establishing that the results are potentially applicable to the 
patient in your practice, determining subsequent actions may 
not be simple. In addition to considering the magnitude of the 
risk, one must consider the adverse consequences of reducing or 
eliminating exposure to the harmful agent (ie, the magnitude of 
any potential benefit that patients will no longer receive).

Clinical decision making is simple when harmful conse-
quences are unacceptable and benefit is absent. For example, 
because the evidence of increased mortality from encainide and 
flecainide came from an RCT with low risk of bias,35 we can be 
at least moderately confident of a substantial increase in risk of 
death. Because treating only 21 people would result in an excess 
death, it is no wonder that clinicians quickly curtailed their use 
of these antiarrhythmic agents when the study results became 
available.

The clinical decision is also made easier when an acceptable 
alternative for avoiding the risk is available. Even if the evidence 
warrants low confidence, the availability of an alternative sub-
stance can result in a clear decision.
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Clinical Scenario Resolution

You determine that the patient’s unborn child, once he or she 

reaches early childhood, would likely fulfill the eligibility criteria 

in the study. Also relevant to the clinical scenario, but perhaps 

unknown, is whether the soy products discussed in the study 

are similar to the ones that the patient is considering using. With 

regard to the magnitude of risk, the prevalence of peanut allergy 

is approximately 4 per 1000 children. An approximate calcula-

tion would suggest that, if the OR with exposure to soy is truly 

2.6, 10 children per 1000 would be affected by peanut allergy, an 

additional 6 children in every 1000. In other words, the number 

of children needed to be exposed to soy to result in 1 additional 

child having peanut allergy is 167 (1000/6). Finally, there are no 

data regarding the negative consequences of withholding soy 

formula or soy milk products, and the use of these products 

would clearly be dependent on how severe and sustained an 

intolerance to cow’s milk was in a particular child.

To decide on your course of action, you proceed through  

3 steps of using the medical literature to guide your clinical 

practice. First, you consider the risk of bias in the study before 

you. Adjustments of known confounders did not diminish the 

association between soy exposure as a neonate and the devel-

opment of peanut allergy. Also, the design of the study provides 

adequate safeguards against recall or interviewer bias. You 

conclude that, with the obvious limitations of the observational 

design (generally only warranting low confidence in estimates of 

effect), the study is at low risk of bias. 

Turning to the results, you note a moderate association 

between soy exposure and the development of peanut allergy 

(moderate typically being considered ORs greater than 2 and 

less than 5) that is strong enough, despite the limitations of the 

observational design, that it leaves you moderately confident  

of an association between exposure to soy and peanut allergy. 
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The lower boundary of the CI (1.3) and the uncertainty around 

the baseline risk estimate of 4 per 10 000 children lead you to 

conclude that you have only low confidence in your estimate of 

the incremental harm of peanut allergy of 6 in 1000.

You proceed to the third step, and consider the implications 

of the study results for your patient. The study would appear to 

apply to a future child of your patient. Although the best esti-

mate of the absolute increase in risk is only 6 in 1000, and you 

have only low confidence in this estimate, the consequences of 

peanut allergy can be a serious health threat to a patient and 

quite disruptive for a family because of the required precautions 

and food restrictions. You discuss the situation with the mother, 

who elects to start feedings with milk products. Together you 

agree that, given the limited confidence in estimates and the 

small absolute risk, should the child appear to have distressing 

milk allergy, she will probably switch to soy.
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CLINIcAL ScENARIos

Consider the following diagnostic situations:

	1.	A 43-year-old woman presents with a painful cluster of ves-

icles grouped in the T3 dermatome of her left thorax, which 

you recognize as shingles from reactivation of herpes zoster.

	2.	A 78-year-old man returns to your office for follow-up of 

hypertension. He has lost 10 kg since his last visit 6 months 

ago. He describes reduced appetite but otherwise has no 

localizing symptoms. You recall that his wife died a year ago 

and consider depression as a likely explanation, yet his age 

and exposure history (ie, smoking) suggest other possibilities.

Two Complementary Approaches  
to Diagnosis

The first case in the opening scenarios illustrates the rapid, non-
analytic approach that expert diagnosticians use to recognize 
disorders they have seen many times before (ie, pattern recog-
nition) and that is particularly relevant to the diagnostic prop-
erties of aspects of the physical examination.1-6 The second case 
illustrates a more challenging circumstance in which simple  
pattern recognition fails, so expert diagnosticians slow down 
and toggle to a more analytic mode of diagnostic thinking.7,8 
This includes the probabilistic approach to clinical diagnosis  
that uses evidence from clinical research—the focus of this 
chapter (Figure 11-1). Using this probabilistic analytic 
approach, expert diagnosticians generate a list of potential 
diagnoses, estimate the probability associated with each, and 
conduct investigations, the results of which increase or decrease 
the probabilities, until they believe they have found the best 
answer to fit the patient’s illness.9-14
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Applying the probabilistic approach requires knowledge 
of human anatomy, pathophysiology, and the taxonomy of  
disease.11,12,14 Evidence from clinical research represents another 
form of knowledge required for optimal diagnostic reasoning.15-17 
This chapter describes how evidence from clinical research  
can facilitate the probabilistic mode of diagnosis.

Clusters of Findings Define  
Clinical Problems

Using the probabilistic mode, clinicians begin with the medi-
cal interview and physical examination, which they use to 
identify individual findings as potential clues. For instance, in 
the second scenario, the clinician noted a 10-kg weight loss  
in 6 months that is associated with anorexia but without local-
izing symptoms. Experienced clinicians often group findings 
into meaningful clusters, summarized in brief phrases about 
the symptom, body location, or organ system involved, such as 
“involuntary weight loss with anorexia.” These clusters, often 
termed “clinical problems,” represent the starting point for the 
probabilistic approach to differential diagnosis.11

Pattern recognition

See it and recognize disorder 

Compare posttest probability
with thresholds (usually pattern
recognition implies probability
near 100% and so above
threshold)  

Probabilistic diagnostic reasoning

Clinical assessment generates pretest
probability

New information generates posttest
probability (may be iterative)

Compare posttest probability with thresholds

FIGURE 11-1

Pattern Recognition vs Probabilistic Diagnostic Reasoning
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Clinicians Select a Small List  
of Diagnostic Possibilities

When considering a patient’s differential diagnosis, clinicians 
must decide which disorders to pursue. If they considered all 
known causes to be equally likely and tested for them all simulta-
neously (the “possibilistic” list), unnecessary testing would result. 
Instead, experienced clinicians are selective, considering those 
disorders that are more likely (a probabilistic list), more serious 
if left undiagnosed and untreated (a prognostic list), or more 
responsive to treatment (a pragmatic list). Wisely selecting an 
individual patient’s prioritized differential diagnosis involves all 3 
of these considerations (probabilistic, prognostic, and pragmatic).

One can label the best explanation for the patient’s problem as 
the leading hypothesis or working diagnosis. In the second scenario, 
the clinician suspected depression as the most likely cause of the 
patient’s anorexia and weight loss. A few (usually 1-5) other diag-
noses may be worth considering at the initial evaluation because  
of their likelihood, seriousness if left undiagnosed and untreated, 
or responsiveness to treatment. In the case of unexplained weight 
loss, the man’s age raises the specter of neoplasm, and in particular, 
his past smoking suggests the possibility of lung cancer.

Additional causes of the problem may be too unlikely to 
consider at the initial diagnostic evaluation but could arise sub-
sequently if the initial hypotheses are later disproved. Most cli-
nicians considering the 78-year-old man with weight loss would 
not select a disease that causes malabsorption as their initial dif-
ferential diagnosis but might turn to this hypothesis if investiga-
tion ultimately excludes depression and cancer.

Estimating the Pretest Probability 
Facilitates the Diagnostic Process

Having assembled a short list of plausible target disorders to be 
investigated—the differential diagnosis for this patient—clinicians 
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rank these conditions. The probabilistic approach to diagnosis 
encourages clinicians to estimate the probability of each target 
condition on the short list, the pretest probability (Figure 11-1).18 
The sum of the probabilities for all candidate diagnoses should 
equal 1.

How can the clinician estimate these pretest probabilities? 
One method is implicit, drawing on memories of previous cases 
with the same clinical problem(s) and using the frequency of 
disorders found in those previous patients to guide estimates 
of pretest probability for the current patient. Often, though, 
memory is imperfect, and we are excessively influenced by par-
ticularly vivid or recent experiences and by previous inferences, 
and we put insufficient weight on new evidence. Furthermore, 
our experience with a given clinical problem may be limited. All 
of these factors leave the probabilities arising from clinicians’ 
intuition subject to bias and random error.19-21

A complementary approach uses evidence from research 
to guide pretest probability estimates. In one type of relevant 
research, patients with the same clinical problem undergo thor-
ough diagnostic evaluation, yielding a set of frequencies of the 
underlying diagnoses made, which clinicians can use to esti-
mate the initial pretest probability. Another category of relevant 
research generates clinical decision rules or prediction rules. 
Patients with a defined clinical problem undergo diagnostic 
evaluation, and investigators use statistical methods to identify 
clinical and diagnostic test features that segregate patients into 
subgroups with different probabilities of a target condition.

New Information Generates  
Posttest Probabilities

Clinical diagnosis is a dynamic process. As new information 
arrives, it may increase or decrease the probability of a target 
condition or diagnosis.6 For instance, in the older man with 
involuntary weight loss, the presence of a recent major life 
event (his wife’s death) raises the likelihood that depression 
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is the cause, whereas the absence of localizing gut symptoms 
decreases the probability of an intestinal disorder. Likelihood 
ratios capture the extent to which new pieces of information 
revise probabilities (see Chapter 12, Diagnostic Tests).

Although intuitive estimates based on experience may, 
at times, serve clinicians well in interpreting test results, con-
fidence in the extent to which a result increased or decreased 
probabilities requires systematic research. This research can 
take several forms, most notably individual primary studies of 
test accuracy (see Chapter 12, Diagnostic Tests) and system-
atic reviews of these test accuracy studies (see Chapter 14, The 
Process of a Systematic Review and Meta-analysis). Once these 
research results have been appraised for risk of bias and appli-
cability, the discriminatory power of the clinical findings or test 
results can be collected into reference resources useful for each 
clinical discipline.22,23

The Relation Between Posttest 
Probabilities and Threshold 
Probabilities Determines  
Clinical Action

After the test result generates the posttest probability, one can 
compare this new probability to thresholds (Figure 11-2).24-26  
If the posttest probability is equal to 1, the diagnosis would be 
absolutely certain. Short of certainty, as the posttest probabil-
ity approaches 1, the diagnosis becomes more and more likely 
and reaches a threshold of probability above which the clini-
cian would recommend starting treatment for the disorder (the 
treatment threshold) (Figure 11-2). These thresholds apply to 
both pattern recognition and probabilistic or Bayesian diag-
nostic reasoning (Figure 11-1). For instance, consider the first 
scenario, the patient who presents with a painful eruption of 
grouped vesicles in the distribution of a single dermatome. In 
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an instant, an experienced clinician would make a diagnosis of 
herpes zoster and consider whether to offer the patient therapy. 
In other words, the probability of herpes zoster is so high (near 
1.0 or 100%) that it is above a threshold (the treatment thresh-
old) that requires no further testing.

Alternatively, if the posttest probability equaled 0, the diag-
nosis would be disproved. Short of this certainty, as the posttest 
probability nears 0, the diagnosis becomes less and less likely, 
until a probability threshold is reached, below which the clini-
cian would consider the diagnosis excluded (the test threshold).24 
Between the test and treatment thresholds are intermediate 
probabilities that mandate further testing.

For instance, consider a previously healthy athlete who 
presents with lateral rib cage pain after being unintentionally 
struck by an errant baseball pitch. Again, an experienced clini-
cian would recognize the clinical problem (posttraumatic lateral 
chest pain), identify a leading hypothesis (rib contusion) and an 
active alternative (rib fracture), and plan a test (radiography) to 
investigate the latter. If asked, the clinician also could list dis-
orders that are too unlikely to consider further (such as myo-
cardial infarction). In other words, although not as likely as rib 
contusion, the probability of a rib fracture is above a threshold 
for testing, whereas the probability of myocardial infarction is 
below the threshold for testing.

Test
threshold

Treatment
threshold

Probability between test
and treatment threshold:
further testing required

Probability above treatment
threshold; testing completed;
treatment commences

0% 100%

Probability below
test threshold:
no testing warranted

Probability of Diagnosis

FIGURE 11-2

Test and Treatment Thresholds in the Diagnostic Process



218    Users’ Guides to the Medical Literature

What determines these test and treatment thresholds? They 
are a function of the properties of the test, the disease prognosis, 
and the nature of the treatment (Tables 11-1 and 11-2). For the  
test threshold, the safer and less costly the testing strategy, 
the more serious the condition if left undiagnosed, and the more 
effective and safe the available treatment is, the lower we would 
place the test threshold. On the other hand, the less safe or more 
costly the test strategy, the less serious the condition if undiag-
nosed, and the less secure we are about the effectiveness and 
safety of treatment, the higher we would place the test threshold.

Consider, for instance, ordering a troponin test for sus-
pected acute coronary syndrome. The condition, if present, can 
lead to serious consequences (such as fatal arrhythmias), and 
the test is inexpensive and noninvasive. This is the reason one 
sees emergency department physicians ordering the test for 
patients with even a very low probability of acute coronary syn-
drome: they have set a very low diagnostic threshold.

Table 11-1

Factors That Affect the Location of Test Thresholds

Factor Lowers Test 
Threshold

Raises Test 
Threshold

Test safety Low or zero-risk 
test

Higher risk (eg, 
invasive)

Test cost Low-cost test Higher cost

Test acceptability to 
patient

High acceptability Lower 
acceptability

Prognosis of target 
disorder

Serious if left 
undiagnosed

Less serious if 
missed

Effectiveness of 
treatment

Treatment is 
effective

Treatment is less 
effective

Availability of 
treatment

Treatment is 
available

Treatment is not 
available
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Contrast this with pulmonary angiography for suspected 
pulmonary embolism. Although the condition is serious, the 
test is invasive and may be complicated. As a result, if after tests 
such as Doppler compression ultrasonography and ventilation-
perfusion scanning or helical computed tomography they are 
left with a low probability of pulmonary embolism, clinicians 
may choose to monitor closely. The test threshold is higher 
because of the invasiveness and risks of the test.

For the treatment threshold, the safer and the less expensive 
our next test, the more benign the prognosis of the illness, and 
the higher the costs or greater the adverse effects of the treat-
ment options, the higher we would place the threshold, requir-
ing greater diagnostic certainty before exposing our patients to 
treatment. On the other hand, the more invasive and less safe the 
next test needed, the more ominous the prognosis, and the safer 
and less costly the proposed treatment, the lower we would place 
the treatment threshold because proceeding with treatment may 

Table 11-2

Factors That Affect the Location of Treatment Thresholds

Factor Lowers Treatment 
Threshold

Raises Treatment 
Threshold

Safety of next test Higher risk from tests Low or zero risk 
from tests

Costs of next test More expensive tests Lower costs of 
tests

Prognosis of tar-
get disorder

Serious if left 
untreated

Less serious if 
untreated

Effectiveness of 
treatment

Highly effective 
treatment

Less effective 
treatment

Safety of 
treatment

Low risk from 
treatment

Higher risk from 
treatment

Availability of 
treatment

Treatment readily 
available

Treatment is less 
available
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be preferable to increasing diagnostic certainty. For instance, 
consider patients presenting with suspected malignant tumors. 
In general, before treating, clinicians will subject such patients 
to invasive diagnostic tests associated with possible serious com-
plications. The reason is that the treatment—surgery, radiation, 
or chemotherapy—is itself associated with morbidity or even 
mortality. Thus, clinicians set the treatment threshold very high.

Contrast this with a patient who presents with symptoms of 
heartburn and acid reflux. Even if symptoms are atypical, clini-
cians may be ready to prescribe a proton pump inhibitor for symp-
tom relief rather than subject the patient to endoscopy. The lower 
treatment threshold is a function of the relatively benign nature of 
the treatment in relation to the invasiveness of the next test.

Conclusion

In this chapter, we outlined the probabilistic tradition of ana-
lytic diagnostic reasoning and identified how different types of 
clinical research evidence can inform our diagnostic decisions 
and actions. The next chapters highlight particular aspects of 
the diagnostic process.
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Introduction

In the previous chapter (Chapter 11, The Process of Diagnosis), 
we explained the process of diagnosis, the way diagnostic test 
results move clinicians across the test threshold and the thera-
peutic threshold, and how to use studies to help obtain an accu-
rate pretest probability. In this chapter, we explain how to use 
an article that addresses the ability of a diagnostic test to move 
clinicians toward the extremely high (ruling in) and extremely 
low (ruling out) posttest probabilities they seek. 

CLINIcAL ScENARIo

How Can We Identify Dementia  
Quickly and Accurately?

You are a busy primary care practitioner with a large propor-

tion of elderly patients in your practice. Earlier in the day, you 

saw a 70-year-old woman who lives alone and has been manag-

ing well. On this visit, she informed you of a long-standing prob-

lem, joint pain in her lower extremities. During the visit, you get 

the impression that, as you put it to yourself, “she isn’t quite all 

there,” although you find it hard to specify further. On specific 

questioning about memory and function, she acknowledges that 

her memory is not what it used to be but otherwise denies prob-

lems. Pressed for time, you deal with the osteoarthritis and move 

on to the next patient.

That evening, you ponder the problem of making a quick 

assessment of your elderly patients when the possibility of cogni-

tive impairment occurs to you. The Mini-Mental State Examination 

(MMSE), with which you are familiar, takes too long. You wonder 

if there are any brief instruments that allow a reasonably accu-

rate rapid diagnosis of cognitive impairment to help you identify 

patients who need more extensive investigation.
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How Serious Is the Risk of Bias?

Box 12-1 summarizes our Users’ Guides for assessing the risk of 
bias, examining the results, and determining the applicability  
of a study reporting on the accuracy of a diagnostic test.

Did Participating Patients Constitute a Representative 
Sample of Those Presenting With a Diagnostic Dilemma?

A diagnostic test is useful only if it distinguishes among condi-
tions or disorders that might otherwise be confused. Although 
most tests can differentiate healthy persons from severely affected 

You formulate the clinical question, “In older patients with 
suspected cognitive impairment, what is the accuracy of 
a brief screening tool to identify patients who need more 
extensive investigation for possible dementia?” To con-
duct a rapid and specific search, you access the PubMed 
Clinical Queries page (see Chapter 4, Finding Current 
Best Evidence). Typing in the search terms “identify 
dementia brief MMSE,” you select “diagnosis” as the clini-
cal study category and “narrow” as the scope of the filter. 
This search strategy yields 8 citations. 

You survey the abstracts, looking for articles that focus 
on patients with suspected dementia and report accuracy 
similar to your previous standard, the MMSE. An article 
that reports results for an instrument named Six-Item 
Screener (SIS) meets both criteria.1 You retrieve the full-text 
article electronically and start to read it, hoping its methods 
and results will justify using the instrument in your office.

Finding the Evidence
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ones, this ability will not help us in clinical practice. Studies that 
confine themselves to florid cases vs asymptomatic healthy vol-
unteers are unhelpful because, when the diagnosis is obvious, we 
do not need a diagnostic test. Only a study that closely resembles 
clinical practice and includes patients with mild, early manifesta-
tions of the target condition can establish a test’s true value.

Box 12-1

Users’ Guide for an Article About Interpreting 
Diagnostic Test Results

How serious is the risk of bias?

Did participating patients constitute a representative sample 

of those presenting with a diagnostic dilemma?

Did investigators compare the test to an appropriate, inde-

pendent reference standard?

Were those interpreting the test and reference standard blind 

to the other result?

Did all patients receive the same reference standard irre- 

spective of the test results?

What are the results?

What likelihood ratios were associated with the range of 

possible test results?

How can I apply the results to patient care?

Will the reproducibility of the test results and their inter

pretation be satisfactory in my clinical setting?

Are the study results applicable to the patients in my 

practice?

Will the test results change my management strategy?

Will patients be better off as a result of the test?
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We label studies with unrepresentative patient selection as 
suffering from spectrum bias. There are 3 empirical studies that 
have systematically examined for various sources of bias in stud-
ies of diagnostic tests.2-4 All 3 studies documented bias associated 
with unrepresentative patient selection.

The story of carcinoembryonic antigen (CEA) testing in 
patients with colorectal cancer reveals how choosing the 
wrong spectrum of patients can dash the hopes raised with 
the introduction of a diagnostic test. A study found that 
CEA was elevated in 35 of 36 people with known advanced 
cancer of the colon or rectum. The investigators found 
much lower levels in healthy people, pregnant women, or 
patients with a variety of other conditions.5  The results sug-
gested that CEA might be useful in diagnosing colorectal 
cancer or even in screening for the disease. In subsequent 
studies of patients with less advanced stages of colorectal 
cancer (and, therefore, lower disease severity) and patients 
with other cancers or other gastrointestinal disorders (and, 
therefore, different but potentially confused disorders), the 
accuracy of CEA testing as a diagnostic tool plummeted. 
Clinicians appropriately abandoned CEA measurement 
for new cancer diagnosis and screening.

Enrolling target-positive patients (those with the underly-
ing condition of interest; in our scenario, people with dementia) 
and target-negative patients (those without the target condi-
tion) from separate populations results in overestimates of the 
diagnostic test’s power. This case-control design (where cases are 
known to be target positive and controls are known to be target 
negative) of a diagnostic test may be likened to a phase 2 efficacy 
trial: if it fails (ie, the test fails to discriminate target-positive 
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from target-negative patients), the test is hopeless; if it succeeds, 
it cannot guarantee real-world effectiveness. 

Even if investigators enroll target-positive and target-negative 
patients from the same population, nonconsecutive patient sam-
pling and retrospective data collection may inflate estimates of 
diagnostic test performances. 

Did the Investigators Compare the Test to an Appropriate, 
Independent Reference Standard?

The accuracy of a diagnostic test is best determined by compar-
ing it to the “truth.” Readers must assure themselves that inves-
tigators have applied an appropriate reference, criterion, or gold 
standard (such as biopsy, surgery, autopsy, or long-term follow-
up without treatment) to every patient who undergoes the test 
under investigation. 

One way a study can go wrong is if the test that is being eval-
uated is part of the reference standard. The incorporation of the 
test into the reference standard is likely to inflate the estimate of 
the test’s diagnostic power. Thus, clinicians should insist on inde-
pendence as one criterion for a satisfactory reference standard.

For instance, consider a study that evaluated the utility of 
abdominojugular reflux for the diagnosis of congestive 
heart failure. Unfortunately, this study used clinical and 
radiographic criteria that included the abdominojugular 
reflex as the reference test.6 Another example comes from 
a study evaluating screening instruments for depression in 
terminally ill people. The authors claimed perfect perfor-
mance (sensitivity of 1.0 and specificity of 1.0) for a single 
question (“Are you depressed?”) to detect depression. 
Their diagnostic criteria included 9 questions of which 
one was, “Are you depressed?”7
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In reading articles about diagnostic tests, if you cannot accept 
the reference standard (within reason; after all, nothing is perfect), 
then the article is unlikely to provide trustworthy results.3

Were Those Interpreting the Test and Reference  
Standard Blind to the Other Result?

If you accept the reference standard, the next question is whether 
the interpreters of the test and reference standard were unaware 
of the results of the other investigation (blind assessment). 

Consider how, once clinicians see a pulmonary nodule on a 
computed tomogram (CT), they can see the previously undetected 
lesion on the chest radiograph or, once they learn the results of an 
echocardiogram, they hear a previously inaudible cardiac murmur. 

The more likely that knowledge of the reference standard 
result can influence the interpretation of a test, the greater the 
importance of independent interpretation. Similarly, the more 
susceptible the reference standard is to changes in interpretation 
as a result of knowledge of the test being evaluated, the more 
important the blinding of the reference standard interpreter. 
The empirical study of Lijmer et al2 found bias associated with 
unblinded assessments, although the magnitude was small.

Did Investigators Perform the Same Reference  
Standard in All Patients Regardless of the Results  
of the Test Under Investigation?

The properties of a diagnostic test will be distorted if its results 
influence whether patients undergo confirmation by the refer-
ence standard (verification8,9 or work-up bias).10,11 This can occur 
in 2 ways.

First, only a selected sample of patients who underwent the 
index test may be verified by the reference standard. For example, 
patients with suspected coronary artery disease whose exercise 
test results are positive may be more likely to undergo coronary 
angiography (the reference standard) than those whose exercise 
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test results are negative. This type of verification bias is known as 
partial verification bias. 

Second, results of the index test may be verified by different 
reference standards. Use of different reference tests for positive 
and negative results is known as differential verification bias.

Verification bias proved a problem for the Prospective 
Investigation of Pulmonary Embolism Diagnosis (PIOPED) 
study that evaluated the utility of ventilation perfusion 
scanning in the diagnosis of pulmonary embolism. Patients 
whose ventilation perfusion scan results were interpreted as 
“normal/near normal” and “low probability” were less likely 
to undergo pulmonary angiography (69%) than those with 
more positive ventilation perfusion scans (92%). This is not 
surprising because clinicians might be reluctant to subject 
patients with a low probability of pulmonary embolism to 
the risks of angiography.12 

Most articles would stop here, and readers would have 
to conclude that the magnitude of the bias resulting from 
different proportions of patients with high-probability 
and low-probability ventilation perfusion scans undergo-
ing adequate angiography is uncertain but perhaps large. 
The PIOPED investigators, however, applied a second ref-
erence standard to the 150 patients with low-probability 
or normal or near-normal scans who did not undergo 
angiography (136 patients) or in whom angiogram inter-
pretation was uncertain (14 patients). They judged such 
patients to be free of pulmonary embolism if they did 
well without treatment. Accordingly, they followed up all 
such patients for 1 year without treating them with anti-
coagulant drugs. No patient developed clinically evident 
pulmonary embolism during follow-up, allowing us to 
conclude that patient-important pulmonary embolism 
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(if we define patient-important pulmonary embolism as 
requiring anticoagulation therapy to prevent subsequent 
adverse events) was not present at the time they under-
went ventilation perfusion scanning. Thus, the PIOPED 
study achieved the goal of applying a reference standard 
assessment to all patients but failed to apply the same 
standard to all.

Using the Guide

The study of a brief diagnostic test for cognitive impairment 

included 2 cohorts. One was a random sample of black per-

sons 65 years and older in the general population; the other, 

a consecutive sample of unscreened patients referred by fam-

ily, caregivers, or health care professionals for cognitive evalu-

ation at the Alzheimer Disease Center. In the former group, the 

authors included all patients with a high suspicion of dementia 

on a detailed screening test and a random sample of those with 

moderate and low suspicion. The investigators faced diagnostic 

uncertainty in both populations. The populations are not per-

fect: the former included individuals without any suspicion of 

dementia, and the latter had already passed an initial screen at 

the primary care level (indeed, whether to refer for full geriatric 

assessment is one of the questions you are trying to resolve for 

the patient who triggered your search for evidence). Fortunately, 

test properties proved similar in the 2 populations, considerably 

lessening your concern. 

All patients received the SIS, which asks the patient to 

remember 3 words (apple, table, penny), then to say the day 

of the week, month, and year, and finally to recall the 3 words 

without prompts. The number of errors provides a result with a 

range of 0 to 6.
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For the reference standard diagnosis of dementia, patients 

had to satisfy both Diagnostic and Statistical Manual of Mental 

Disorders (Third Edition Revised) and International Statistical 

Classification of Diseases, 10th Revision (ICD-10) criteria, based 

on an assessment by a geriatric psychiatrist or a neurologist that 

included history, physical and neurologic examination, a complete 

neuropsychological test battery that included the MMSE and 5 

other tests, and an interview with a relative of the participant. 

Although you are satisfied with this reference standard, the 

published article leaves you unsure whether those making the SIS 

and the reference diagnosis were blind to the other result. To resolve 

the question, you email the first author and ask for clarification. 

A couple of emails later, you have learned that “research assistants 

who had been trained and tested” administered the neuropsycho-

logical battery. On the other hand, “a consensus team composed 

of a geriatric psychiatrist, and social psychologist, a geriatrician, 

and a neuropsychologist” made the reference standard diagnoses. 

The author reports, “There were open discussions of the case and 

they had access to the entire medical record including results of 

neuropsychological testing at their disposal.” The 6 items included 

in the SIS are derived from the MMSE but “were not pulled out as 

a separate instrument in the consensus team conference.”

Thus, although there was no blinding, you suspect that this 

did not create important bias and are therefore ready to consider 

its results.

What Are the Results?

What Likelihood Ratios Were Associated  
With the Range of Possible Test Results?

In deciding how to interpret diagnostic tests results, we will con-
sider their ability to change our initial estimate of the likelihood 
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the patient has the target condition (we call this the pretest prob-
ability) to a more accurate estimate (we call this the posttest 
probability of the target disorder). The likelihood ratio (LR) for 
a particular test result moves us from the pretest probability to a 
posttest probability.

Put yourself back in the shoes of the primary care phy-
sician in the scenario and consider 2 patients with suspected 
cognitive impairment with clear consciousness. The first is the 
70-year-old woman in the clinical scenario who seems to be 
managing rather well but has a specific issue that her memory 
is not what it used to be.

The other is an 85-year-old woman, another long-standing 
patient, who arrives accompanied, for the first time, by her son. 
The concerned son tells you that she has, on one of her usual 
morning walks, lost her way. A neighbor happened to catch her 
a few miles away from home and notified him of the incident. 
On visiting his mother’s house, he was surprised to find her 
room a mess. However, in your office she greets you politely and 
protests that she was just having a bad day and does not think 
the incident warrants any fuss (at which point, the son looks to 
the ceiling in frustrated disbelief). Your clinical hunches about 
the probability of dementia for these 2 people (ie, their pretest 
probabilities) are quite different. In the first woman, the prob-
ability is relatively low, perhaps 20%; in the second, relatively 
high, perhaps 70%.

The results of a formal screening test (eg, the SIS) will not 
tell us definitively whether dementia is present. Rather the 
results modify the pretest probability of that condition, yielding 
a new posttest probability. The direction and magnitude of this 
change from pretest to posttest probability are determined by 
the test’s properties, and the property of most value is the LR.

We will use the results of the study by Callahan et al to 
illustrate the usefulness of LRs. Table 12-1 presents the distribu-
tion of the SIS scores in the cohort of patients from the study by 
Callahan et al.
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How likely is a test result of 6 among people who have 
dementia? Table 12-1 indicates that 105 of 345 people (30.4%) 
with the condition made 6 errors. We can also see that of 306 
people without dementia, 2 (0.65%) made 6 errors. How likely 
is this test result (ie, making 6 errors) in someone with dementia 
as opposed to someone without?

Determining this requires us to look at the ratio of the 2 like-
lihoods that we have just calculated (30.4/0.65) and equals 47.  
In other words, the test result of 6 is 47 times as likely to occur in 
a patient with as opposed to without dementia.

In a similar fashion, we can calculate the LR associated with 
a test result of each score. For example, the LR for the test score 
of 5 is (64/345)/(2/306) = 28. Table 12-1 provides the LR for 
each possible SIS score.

How can we interpret LRs? Likelihood ratios indicate the 
extent to which a given diagnostic test result will raise or lower 
the pretest probability of the target disorder. An LR of 1 tells us 
that the posttest probability is exactly the same as the pretest 

Table 12-1

Six-Item Screener (SIS) Scores in Patients With and Without Dementia  
and Corresponding Likelihood Ratios

SIS Score Dementia No Dementia Likelihood Ratio

6 105 2 47

5 64 2 28

4 64 8 7.1

3 45 16 2.5

2 31 35 0.79

1 25 80 0.28

0 11 163 0.06

Total 345 306
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probability. Likelihood ratios greater than 1.0 increase the prob-
ability that the target disorder is present; the higher the LR, the 
greater the increase. Conversely, LRs less than 1.0 decrease the 
probability of the target disorder, and the smaller the LR, the 
greater the decrease in probability. 

How big is a “big” LR, and how small is a “small” one? Use 
of LRs in your day-to-day practice will lead to your own sense of 
their interpretation, but consider the following a rough guide: LRs 
greater than 10 or less than 0.1 generate large and often conclusive 
changes from pretest to posttest probability, LRs of 5 to 10 and 0.1 
to 0.2 generate moderate shifts in pretest to posttest probability, 
LRs of 2 to 5 and 0.5 to 0.2 generate small (but sometimes impor-
tant) changes in probability, and LRs of 1 to 2 and 0.5 to 1 alter 
probability to a small (and rarely important) degree.

Having determined the magnitude and significance of LRs, 
how do we use them to go from pretest to posttest probability? 
One way is to convert pretest probability to odds, multiply the 
result by the LR, and convert the consequent posttest odds into 
a posttest probability. If you wonder why the conversion to odds 
is necessary, consider the fact that LRs compare the likelihood 
of a test result between patients with and without a target dis-
ease (corresponding to the odds of that disease). The calcula-
tion is complicated, but there are now several Internet pages and 
smartphone applications that do this for you (http://meta.cche.
net/clint/templates/calculators/lr_nomogram.asp and http://
www.cebm.net/nomogram.asp or http://medcalc3000.com and 
https://itunes.apple.com/app/twobytwo/id436532323?mt=8).

When you do not have access to them, one strategy is to use 
the nomogram proposed by Fagan13 (Figure 12-1), which does 
all of the conversions and allows an easy transition from pretest 
to posttest probability. The left-hand column of this nomogram 
represents the pretest probability, the middle column represents 
the LR, and the right-hand column represents the posttest prob-
ability. You obtain the posttest probability by anchoring a ruler 
at the pretest probability and rotating it until it lines up with the 
LR for the observed test result. 

http://meta.cche.net/clint/templates/calculators/lr_nomogram.asp
http://www.cebm.net/nomogram.asp
http://www.cebm.net/nomogram.asp
http://medcalc3000.com
https://itunes.apple.com/app/twobytwo/id436532323?mt=8
http://meta.cche.net/clint/templates/calculators/lr_nomogram.asp
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Copyright © 1975 Massachusetts Medical Society. All rights reserved. Reproduced 
from Fagan,13 with permission from the Massachusetts Medical Society.

Figure 12-1 
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Recall the elderly woman from the opening scenario with 
suspected dementia. We have decided that the probability of 
this patient having the condition is approximately 20%. Suppose 
that the patient made 5 errors on the SIS. Anchoring a ruler at 
her pretest probability of 20% and aligning it with the LR of  
28 associated with the test result of 5, you can get a posttest 
probability of approximately 90%.

The pretest probability is an estimate. Although the litera-
ture dealing with differential diagnosis can sometimes help us 
in establishing the pretest probability, we know of no such study 
that will complement our intuition in arriving at a pretest prob-
ability when the suspicion of dementia arises. Although our 
intuition does not allow precise estimates of pretest probability, 
we can deal with residual uncertainty by examining the implica-
tions of a plausible range of pretest probabilities. 

For example, if the pretest probability in this case is as low 
as 10% or as high as 30%, using the nomogram, we will get  
the posttest probability of approximately 80% and above 90%. 
Table 12-2 tabulates the posttest probabilities corresponding 
with each possible SIS score for the 65-year-old woman in the 
clinical scenario.

We can repeat this exercise for our second patient, the 
85-year-old woman who had lost her way. You estimate that her 
history and presentation are compatible with a 70% probability 
of dementia. Using our nomogram (Figure 12-1), the posttest 
probability with an SIS score of 6 or 5 is almost 100%; with an 
SIS score of 4, it is 94%; with an SIS score of 3, it is 85%; and 
so on. The pretest probability (with a range of possible pretest 
probabilities of 60% to 80%), LRs, and posttest probabilities 
associated with each of these possible SIS scores are presented 
in Table 12-3.

Having learned to use LRs, you may be curious about where 
to find easy access to the LRs of the tests you use regularly in your 
own practice. The Rational Clinical Examination14 is a series of 
systematic reviews of the diagnostic properties of the history  
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Table 12-2

Pretest Probabilities, Likelihood Ratios of the Six-Item Screener, 
and Posttest Probabilities in the 70-Year-Old Woman With Moderate 
Suspicion of Dementia

Pretest probability,  
% (Range)a

SIS Score  
(LR)

Posttest probability, 
% (Range)a

20 (10-30) 6 (47) 92 (84-95)

5 (28) 88 (76-92)

4 (7.1) 64 (44-75)

3 (2.5) 38 (22-52)

2 (0.79) 16 (8-25)

1 (0.28) 7 (3-11)

0 (0.06) 1 (1-3)

Abbreviations: LR, likelihood ratio; SIS, Six-Item Screener.
aThe values in parentheses represent a plausible range of pretest probabilities.  
That is, although the best guess as to the pretest probability is 20%, values  
of 10% to 30% would also be reasonable estimates.

and physical examination that have been published in JAMA (an 
updated database is available on the JAMAevidence homepage 
at http://jamaevidence.com/resource/523). Additional examples 
of LRs are accumulated on the JAMAevidence website (http://
www.jamaevidence.com).

Dichotomizing Continuous Test Scores:  
Sensitivity, Specificity, and Likelihood Ratios
Readers who have followed the discussion to this point will 
understand the essentials of interpretation of diagnostic tests. 
In part because they remain in wide use, it is also helpful to 
understand 2 other terms in the lexicon of diagnostic testing: 
sensitivity and specificity. Many articles that address diagnos-
tic tests report a 2 × 2 table and its associated sensitivity and 

http://jamaevidence.com/resource/523
http://www.jamaevidence.com
http://www.jamaevidence.com
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specificity, as in Table 12-4, and to go along with it a figure that 
depicts the overall power of the diagnostic test (called a receiver 
operating characteristic curve).

Sensitivity is the proportion of people with a positive test 
result among those with the target condition. Specificity is the 
proportion of people with a negative test result among those 
without the target condition.

The study by Callahan et al1 recommends a cutoff of 3 or more 
errors for the diagnosis of dementia. Table 12-5 provides the break-
down of the cohort of referred patients according to this cutoff.

When we set the cutoff of 3 or more, the SIS has a sensitivity 
of 0.81 (278/345) and a specificity of 0.91 (278/306). We can also 
calculate the LRs, exactly as we did in Table 12-1. The LR for an SIS 
score of 3 or greater is therefore (278/345)/(28/306) = 8.8, and the  
LR for an SIS score less than 3 is (67/345)/(278/306) = 0.21.  
The LR for a positive test result is often denoted as LR+ and that 
for a negative test result as LR−.

Table 12-3

Pretest Probabilities, Likelihood Ratios of the Six-Item Screener,  
and Posttest Probabilities in the 85-Year-Old Woman With High  
Suspicion of Dementia

Pretest Probability,  
% (Range)a

SIS Score 
(LR)

Posttest Probability, 
% (Range)a

70 (60-80) 6 (47) 99 (99-99)

5 (28) 98 (98-99)

4 (7.1) 94 (91-97)

3 (2.5) 85 (79-76)

2 (0.79) 65 (54-76)

1 (0.28) 40 (30-53)

0 (0.06) 12 (8-19)

Abbreviations: LR, likelihood ratio; SIS, Six-Item Screener.
aThe values in parentheses represent a plausible range of pretest probabilities.  
That is, although the best guess as to the pretest probability is 20%, values  
of 60% to 80% would also be reasonable estimates.
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Let us now try to resolve our clinical scenario using this 
dichotomized 2 × 2 table. We had supposed that the pretest 
probability for the woman in the opening scenario was 20% and 
she had made 5 errors. Because the SIS score of 5 is associated 
here with an LR+ of 8.8, using Fagan’s nomogram, we arrive at 
the posttest probability of approximately 70%, a figure consider-
ably lower than the 90% that we had arrived at when we had a 
specific LR for 5 errors. This is because the dichotomized LR+ 
for SIS scores of 3 or more pooled strata for SIS scores of 3, 4, 5, 
and 6, and the resultant LR is thus diluted by the adjacent strata.

Table 12-4

Comparison of the Results of a Diagnostic Test With the Results  
of Reference Standard Using a 2 × 2 Table

Test Results Reference Standard

Disease Present Disease Absent

Test result positive True positive (TP) False positive (FP)

Test result negative False negative (FN) True negative (TN)

Sensitivity
TP

TP FN
=

+

Specificity
TN

FP TN
=

+

Likelihood Ratio for

           Positive Test Result (LR+)

	

=
−

=

=
+
+

Sensitivity
1 Specificity

TP rate
FP rate

TP/(TP FN)
FP/(FP TTN)

Likelihood Ratio for
          Negative Test Result (LR−)	= −

=

=
+
+

1 Sensitivity
Specificity

FN rate
TN rate

FN/(TP FN)
TN/(FP TTN)
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Although the difference between 70% and 90% may not 
dictate change in management strategies for the case in the clin-
ical scenario, this will not always be the case. Consider a third 
patient, an elderly gentleman with a pretest probability of 50% 
of dementia who has surprised us by not making a single error 
on the SIS. With the dichotomous LR+/LR− approach (or, for 
that matter, with the sensitivity and specificity approach because 
these are mathematically equivalent and interchangeable), you 
combine the pretest probability of 50% with the LR− of 0.21 
and arrive at the posttest probability of approximately 20%, 
very likely necessitating further neuropsychological and other 
examinations. The true posttest probability for this man when 
we apply the LR associated with a score of 0 from Table 12-1 
(0.06) is only approximately 5%. With this posttest probability, 
you (and the patient and his family) can feel relieved and, at 
least for the time being, be spared further testing.

In summary, use of multiple cuts or thresholds (sometimes 
referred to as multilevel LRs or stratum-specific LRs) has 2 key 
advantages over the sensitivity and specificity approach. First, 
for a test that produces continuous scores or a number of catego-
ries (which many tests in medicine do, notably many laboratory 

Table 12-5

Comparison of the Results of a Diagnostic Test (Six-Item Screener) 
With the Results of Reference Standard (Consensus DSM-IV  
and ICD-10 Diagnosis) Using the Recommended Cutoff

SIS Score Dementia No Dementia

≥3 278   28

<3   67 278

Total 345 306

Abbreviations: DSM-IV, Diagnostic and Statistical Manual of Mental Disorders 
(Fourth Edition); ICD-10, International Classification of Diseases, 10th Revision; 
SIS, Six-Item Screener.
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tests), use of multiple thresholds retains as much information 
as possible. Second, knowing the LR of a particular test result, 
one can use a simple nomogram to move from the pretest to the 
posttest probability that is linked to your own patient. 

How Can I Apply the Results  
to Patient Care?

Will the Reproducibility of the Test Result  
and Its Interpretation Be Satisfactory  
in My Clinical Setting?

The value of any test depends on its ability to yield the same 
result when reapplied to stable patients. Poor reproducibility 
can result from problems with the test itself (eg, variations in 
reagents in radioimmunoassay kits for determining hormone 
levels) or from its interpretation (eg, the extent of ST-segment 
elevation on an electrocardiogram). You can easily confirm this 
when you recall the clinical disagreements that arise when you 
and one or more colleagues examine the same electrocardio-
gram, ultrasonogram, or CT (even when all of you are experts). 

Ideally, an article about a diagnostic test will address the 
reproducibility of the test results using a measure that corrects 

Using the Guide

Thus far, we have established that the results are likely true for 

the people who were included in the study, and we have calcu-

lated the multilevel LRs associated with each possible score of 

the test. We have indicated how the results could be applied to 

our patient (although we do not yet know the patient’s score and 

have not decided how to proceed when we do).
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for agreement by chance, especially for issues that involve inter-
pretation or judgment.

If the reported reproducibility of a test in the study setting 
is mediocre and disagreement between observers is common, 
and yet the test still discriminates well between those with and 
without the target condition, the test is likely to be very useful. 
Under these circumstances, there is a good chance that the test 
can be readily applied to your clinical setting. 

If reproducibility of a diagnostic test is very high, either the 
test is simple and unambiguous or those interpreting the results 
are highly skilled. If the latter applies, less skilled interpreters 
in your own clinical setting may not do as well. You will either 
need to obtain appropriate training (or ensure that those inter-
preting the test in your setting have that training) or look for an 
easier and more robust test. 

Are the Study Results Applicable  
to the Patients in My Practice?

Test properties may change with a different mix of disease severity 
or with a different distribution of competing conditions. When 
patients with the target disorder all have severe disease, LRs 
will move away from a value of 1.0 (ie, sensitivity increases). If 
patients are all mildly affected, LRs move toward a value of 1.0 
(ie, sensitivity decreases). If patients without the target disor-
der have competing conditions that mimic the test results seen 
in patients who have the target disorder, the LRs will move 
closer to 1.0, and the test will appear less useful (ie, specificity 
decreases). In a different clinical setting in which fewer of the 
disease-free patients have these competing conditions, the LRs 
will move away from 1.0, and the test will appear more useful  
(ie, specificity increases). Differing prevalence in your setting may 
alert you to the possibility that the spectrum of target-positive  
and target-negative patients could differ in your practice.15

Investigators have reported the phenomenon of differ-
ing test properties in different subpopulations for exercise 
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electrocardiography in the diagnosis of coronary artery disease. 
The more severe the coronary artery disease, the larger the LRs 
of abnormal exercise electrocardiograph results for angiographic 
narrowing of the coronary arteries.16 Another example comes 
from the diagnosis of venous thromboembolism, where compres-
sion ultrasonography for proximal-vein thrombosis has proved 
more accurate in symptomatic outpatients than in asymptomatic 
postoperative patients.17

Sometimes, a test fails in just the patients one hopes it 
will best serve. The LR of a negative dipstick test result for the 
rapid diagnosis of urinary tract infection is approximately 0.2 
in patients with clear symptoms and thus a high probability of 
urinary tract infection but is higher than 0.5 in those with low 
probability,18 rendering it of little help in ruling out infection in 
the latter situation. 

If you practice in a setting similar to that of the study and if 
the patient under consideration meets all of the study eligibility 
criteria, you can be confident that the results are applicable. If 
not, you must make a judgment. As with therapeutic interven-
tions, you should ask whether there are compelling reasons why 
the results should not be applied to the patients in your prac-
tice, either because of the severity of disease in those patients 
or because the mix of competing conditions is so different that 
generalization is unwarranted. You may resolve the issue of gen-
eralizability if you can find a systematic review that summarizes 
the results of a number of studies.19

Will the Test Results Change My Management Strategy?

It is useful, when making and communicating management 
decisions, to link them explicitly to the probability of the target 
disorder. For any target disorder there are probabilities below 
which a clinician would dismiss a diagnosis and order no fur-
ther tests: the test threshold. Similarly, there are probabilities 
above which a clinician would consider the diagnosis confirmed 
and would stop testing and initiate treatment (ie, the treatment 
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threshold). When the probability of the target disorder lies 
between the test and treatment thresholds, further testing is 
mandated (see Chapter 11, The Process of Diagnosis).

If most patients have test results with LRs near 1.0, test results 
will seldom move us across the test or treatment threshold. Thus, 
the usefulness of a diagnostic test is strongly influenced by the 
proportion of patients suspected of having the target disorder 
whose test results have very high or very low LRs. Among the 
patients suspected of having dementia, a review of Table 12-1 
allows us to determine the proportion of patients with extreme 
results (LR >10 or <0.1). The proportion can be calculated as 
(105+2+64+2+11+163)/(345+306) or 347/651 = 53%. The SIS 
is likely to move the posttest probability in a decisive manner in 
half of the patients suspected of having dementia and examined—
a very impressive proportion and better than for most of our  
diagnostic tests.

A final comment has to do with the use of sequential tests. 
The LR approach fits in particularly well in thinking about the 
diagnostic pathway. Each item of history—or each finding on 
physical examination—represents a diagnostic test in itself. We 
can use one test to get a certain posttest probability that can 
be further increased or decreased by using another, subsequent 
test. In general, we can also use laboratory tests or imaging 
procedures in the same way. If 2 tests are very closely related, 
however, application of the second test may provide little or no 
additional information, and the sequential application of LRs 
will yield misleading results. For example, once one has the 
results of the most powerful laboratory test for iron deficiency, 
serum ferritin, additional tests, such as serum iron or transfer-
rin saturation, add no further useful information.20 Once one 
has conducted an SIS, additional information from the MMSE 
is likely to be minimal.

Clinical prediction rules deal with the lack of independence 
of a series of tests and provide the clinician with a way of com-
bining their results. For instance, in patients with suspected 
pulmonary embolism, one could use a rule that incorporates 
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leg symptoms, heart rate, hemoptysis, and other aspects of the 
history and physical examination to accurately classify patients 
with suspected pulmonary embolism as being characterized by 
high, medium, and low probability.21

Will Patients Be Better Off as a Result of the Test?

The ultimate criterion for the usefulness of a diagnostic test is 
whether the benefits that accrue to patients are greater than 
the associated risks.22 How can we establish the benefits and 
risks of applying a diagnostic test? The answer lies in thinking 
of a diagnostic test as a therapeutic maneuver (see Chapter 6, 
Therapy [Randomized Trials]). Establishing whether a test does 
more good than harm will involve (1) randomizing patients to 
a diagnostic strategy that includes the test under investigation 
and a management schedule linked to it, or to one in which 
the test is not available, and (2) following up patients in both 
groups forward in time to determine the frequency of patient-
important outcomes. 

When is demonstrating accuracy sufficient to mandate the 
use of a test and when does one require a randomized clinical trial? 
The value of an accurate test will be undisputed when the target 
disorder is dangerous if left undiagnosed, if the test has accept-
able risks, and if effective treatment exists. This is the case for the 
CT-angiogram for suspected pulmonary embolism. A high prob-
ability or normal or near-normal results of the CT-angiogram may 
well eliminate the need for further investigation and may result in 
anticoagulant agents being appropriately given or appropriately 
withheld (with either course of action having a substantial posi-
tive influence on patient outcome). 

Sometimes, a test may be completely benign, represent a 
low resource investment, be evidently accurate, and clearly lead 
to useful changes in management. Such is the case for use of the 
SIS in patients with suspected dementia, when test results may 
dictate reassurance or extensive investigation and ultimately 
planning for a tragic deteriorating course.
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In other clinical situations, tests may be accurate and man-
agement may even change as a result of their application, but 
their effect on patient outcome may be far less certain. Consider 
one of the issues we raised in our discussion of framing clini-
cal questions (see Chapter 3, What Is the Question?). There, 
we considered a patient with apparently resectable non–small 
cell carcinoma of the lung and wondered whether the clinician 
should order a positron emission tomogram (PET)–CT and base 
further management on the results or use alternative diagnostic 
strategies. For this question, knowledge of the accuracy of CT 
is insufficient. A randomized trial of PET-CT–directed man-
agement or an alternative strategy for all patients is warranted. 
Other examples include catheterization of the right side of the 
heart for critically ill patients with uncertain hemodynamic 
status and bronchoalveolar lavage for critically ill patients with 
possible pulmonary infection. For these tests, randomized trials 
have helped elucidate optimal management strategies.

Clinical Scenario Resolution

A lthough the study itself does not report reproducibility, its scor-

ing is simple and straightforward because you need only count the 

number of errors made to 6 questions. The SIS does not require 

any props or visual cues and is therefore unobtrusive, easy to 

administer, and takes only 1 to 2 minutes to complete (compared 

with 5 to 10 minutes for the MMSE). Although you note that trained 

research staff administered the SIS, the appendix of the article 

gives a detailed, word-by-word instruction on how to administer 

the SIS. You believe that you too can administer this scale reliably.

The patient in the clinical scenario is an older woman who was 

able to come to your clinic by herself but appeared no longer as 

lucid as she used to be. The Alzheimer Disease Center cohort 

in the study we had been examining in this chapter consists of 
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people suspected of having dementia by their caregivers and 

brought to a tertiary care center directly. Their test characteris-

tics were reported to be similar to those observed in the general 

population cohort, that is, in a sample with less severe presenta-

tions. You decide that there is no compelling reason that the study 

results would not apply to your patient.

You invite your patient back to the office for a follow-up visit 

and administer the SIS. The result is a score of 4, which, given 

your pretest probability of 20%, increases the probability to more 

than 60%. After hearing that you are concerned about her mem-

ory and possibly about her function, she agrees to a referral to a 

geriatrician for more extensive investigation.
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CLINIcAL ScENARIo

You are a pediatrician expecting to see an infant who was born 

at 26 weeks’ gestation tomorrow for her first outpatient clinic visit 

at 4 months after birth. You know the family well because you 

care for their older child who was born at 35 weeks’ gestation and 

is now a healthy 3-year-old girl. This infant had a prolonged stay 

in the neonatal intensive care unit but required relatively minimal 

respiratory support during her first 3 weeks of life. The neona-

tologist told you that the infant did extremely well, experiencing 

none of the complications that often occur in extremely preterm 

infants. He also informs you that he warned the family, “Your baby 

is at risk for long-term neurocognitive and motor complications 

related to being born so prematurely. Although some babies 

born this prematurely grow up to lead normal lives, many have 

minor disabilities, and there is a nontrivial chance that your baby 

could develop moderate to severe disabilities.” You have 5 other 

children in your pediatric practice born at less than 27 weeks of 

gestation; all of them have major neurodevelopmental problems. 

On the basis of your professional experience, you wonder if the 

neonatologist has presented the family with an overly optimistic 

outlook. You decide to check out the evidence for yourself.

You use your clinic’s free Internet connection to access 
MEDLINE at the National Library of Medicine website via 
PubMed. To find the appropriate search terms for your pop-
ulation of interest, you first type “premature” in the Medical 
Subject Headings database and find that there is a term 
called “Infant, Extremely Premature” defined as a human 

Finding the Evidence
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Why and How We Measure Prognosis

Clinicians help patients in 3 broad ways: diagnosing or ruling 
out medical and health-related problems, administering treat-
ment that does more good than harm, and giving them an indi-
cation of what the future is likely to hold. Clinicians require 
studies of prognosis—those examining the possible outcomes of 
a disease and the probability with which they can be expected to 
occur—to achieve the second and third goals.

Knowledge about prognosis can help clinicians make the 
right treatment decisions. If a patient is likely to improve without 
intervention, clinicians should not recommend treatments, par-
ticularly those that are expensive or potentially toxic. If a patient 
is at low risk of adverse outcomes, even beneficial treatments 
may not be worthwhile. On the other hand, some patients will 
experience poor outcomes regardless of which treatments are 
offered by the clinician. Whatever the treatment possibilities, 

infant born before 28 weeks’ gestation. You select it and 
click on the related link for Clinical Queries. Under Clinical 
Study Categories, you choose the search filter “Prognosis” 
and limit the scope to “Narrow.” This retrieves 31 clinical 
studies and 5 potential reviews. You first look for a system-
atic review but do not find one that is relevant for evaluat-
ing outcomes across multiple extremely premature infant 
cohorts. However, the second primary study in the search 
results seems promising: Neurodevelopmental Outcome of 
Extremely Preterm Infants at 2.5 Years After Active Perinatal 
Care in Sweden.1 This study reports the cognitive, language, 
and motor development of a prospective cohort of a con-
secutive sample of extremely preterm infants born before  
27 weeks’ gestation in Sweden between 2004 and 2007.1 
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Box 13-1

Users’ Guides to an Article About Prognosis
How serious is the risk of bias?

Was the sample of patients representative?

Were the patients classified into prognostically homogeneous 

groups?

Was follow-up sufficiently complete?

Were outcome criteria objective and unbiased?

What are the results?

How likely are the outcomes over time?

How precise are the estimates of likelihood?

How can I apply the results to patient care?

Were the study patients and their management similar to 

those in my practice?

Was follow-up sufficiently long?

Can I use the results in the management of patients in my 

practice?

by understanding prognosis and presenting the expected future 
course of a patient’s illness, clinicians can offer reassurance and 
hope or preparation for long-term disability or death.

To estimate a patient’s prognosis, we examine outcomes in 
groups of patients with a similar clinical presentation. We may 
then refine our prognosis by looking at subgroups defined by 
demographic variables, such as age, and by comorbidity and 
decide in which subgroup the patient belongs. When these vari-
ables or factors influence which patients do better or worse, we 
call them prognostic factors.

In this chapter, we focus on how to use articles that may 
contain trustworthy prognostic information that clinicians will 
find useful for counseling patients (Box 13-1).



256    Users’ Guides to the Medical Literature

How Serious Is the Risk of Bias?

Was the Sample of Patients in a Study Representative?

Bias has to do with systematic differences from the truth. A 
prognostic study is biased if it systematically overestimates or 
underestimates the likelihood of adverse outcomes in the group 
of patients under study. When a study sample is systematically 
different from the population of interest and is biased because 
patients will have a better or worse prognosis than those in the 
population of interest, we label the sample as unrepresentative.

How can you recognize an unrepresentative sample? First, 
determine whether patients pass through some sort of filter 
before entering the study. If they do, the result is likely a sample 
that is systematically different from the underlying population 
of interest. One such filter is the sequence of referrals that leads 
patients from primary to tertiary centers. Tertiary centers often 
care for patients with rare and unusual disorders or increased ill-
ness severity. Research describing the outcomes of patients in ter-
tiary centers may not be applicable to the general patient with the 
disorder in the community (otherwise known as referral bias).

As an example, chronic hepatitis caused by infection with 
hepatitis C virus (HCV) can, after many years, lead to liver fibro-
sis, cirrhosis, and even hepatocellular carcinoma. Researchers 
have found that rates of progression to cirrhosis as diagnosed by 
liver biopsy can vary markedly, depending on how the patients are 
recruited.2 For a group of patients coming from the same demo-
graphic areas or health care settings, the mean estimated 20-year 
probability of progression to cirrhosis from their initial liver 
biopsy varied from 6% to 12% to 23%, depending, respectively, 
on whether the patients were recruited from a population-based 
posttransfusion HCV surveillance registry, referrals to general 
hospitals, or a tertiary referral center.2 Those in a tertiary referral 
cohort may have other risk factors that predispose them to develop 
cirrhosis at higher rates than other patients.
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Were the Patients Classified Into 
Prognostically Similar Groups?

Prognostic studies are most useful if individual members of the 
entire group of study participants are similar enough that the 
outcome of the group is applicable to each participant. This will 
be true only if patients are at a similar well-described point in 
their disease process. The point in the clinical course need not 
be early, but it does need to be consistent. For instance, studies 
that evaluate the prognosis of patients with spinal cord injury 
could focus on in-hospital mortality right after the acute injury, 
patient outcomes after initial transfer to a rehabilitation center, 
or the ability of a group of patients to cope independently from 
the point of discharge to home. 

After ensuring that patients were at the same disease stage, 
you must consider other factors that might influence patient out-
come. If factors such as age or disease severity influence prog-
nosis, then providing a single prognosis for young and old and 
those with mild and severe disease will be misleading for each 
of these subgroups. For instance, a study that evaluated the out-
comes of 8509 patients with traumatic brain injury3 found that 
for each increase in age equal to the interquartile range of the 
patients (24 years), there was approximately double the risk of an 
unfavorable outcome (death or severe or moderate disability) at 
6 months after injury. Patients with a more severe initial neuro-
logic presentation as indicated by bilateral or unilateral absence 
of pupillary reactivity and those with no response or extensor 
response on the motor activity subcategory of the Glasgow Coma 
Scale also had markedly higher risk of having an unfavorable 
outcome. The percentage of patients having an unfavorable out-
come at 6 months increased from 35% to 59% to 77% for patients 
in whom both pupils, 1 pupil, or neither pupil, respectively, was 
reactive on initial evaluation. Providing an overall intermedi-
ate prognosis across the entire study group (a 48% chance of an 
unfavorable outcome) to the family of a 20-year-old man who 
presented with reactive pupils could profoundly mislead them.
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Not only must investigators consider all important prognos-
tic factors, they must also consider prognostic factors in relation 
to one another. If sickness but not age truly determines outcome, 
and sicker patients tend to be older, investigators who fail to simul-
taneously consider age and severity of illness may mistakenly 
conclude that age is an important prognostic factor. For example, 
investigators in the Framingham study examined risk factors for 
stroke.4 They reported that the rate of stroke in patients with atrial 
fibrillation and rheumatic heart disease was 41 per 1000 person-
years, which was similar to the rate for patients with atrial fibrilla-
tion but without rheumatic heart disease. Patients with rheumatic 
heart disease were, however, much younger than those who did 
not have rheumatic heart disease. To properly understand the 
influence of rheumatic heart disease, investigators in these cir-
cumstances must consider separately the relative risk of stroke in 
young people with and without rheumatic disease and the risk of 
stroke in elderly people with and without rheumatic disease. We 
call this separate consideration an adjusted analysis. Once adjust-
ments were made for age, the investigators found that the rate of 
stroke was 6-fold greater in patients with rheumatic heart disease 
and atrial fibrillation than in patients with atrial fibrillation who 
did not have rheumatic heart disease.

If a large number of variables have a major effect on prog-
nosis, investigators should use statistical techniques, such as 
regression analysis, to determine the most powerful predictors. 
Such an analysis may lead to a clinical decision rule that guides 
clinicians in simultaneously considering all of the important 
prognostic factors.

How can you decide whether the groups are sufficiently 
similar with respect to their risk? On the basis of your clinical 
experience and your understanding of the biology of the condi-
tion under study, can you think of factors that the investigators 
have neglected that are likely to define subgroups with very dif-
ferent prognoses? To the extent that the answer is yes, the risk 
of bias increases. 
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Was Study Follow-up Sufficiently Complete?

Investigators who lose track of a large number of patients 
increase the risk of bias associated with their prognostic study. 
The reason is that those who are followed up may have system-
atically higher or lower risk than those not followed up. As the 
number of patients who do not return for follow-up increases, 
the risk of bias also increases.

How many patients lost to follow-up is too many? The 
answer depends on the association between the proportion of 
patients who are lost and the proportion of patients who have 
had the adverse outcome of interest—the larger the number of 
patients whose fate is unknown relative to the number who have 
had the adverse event, the greater the risk of bias. For instance, 
let us assume that 30% of a particularly high-risk group (such 
as elderly patients with diabetes) have had an adverse outcome 
(such as cardiovascular death) during long-term follow-up in 
a study. If 10% of the patients have been lost to follow-up, the 
true rate of patients who had died may be as low as approxi-
mately 27% or as high as 37%. Across this range, the clinical 
implications would not change appreciably, and the loss to  
follow-up does not increase the risk of bias of the study. However, 
in a much lower-risk patient sample (otherwise healthy middle-
aged patients, for instance), the observed event rate may be 1%. 
In this case, if we assumed that all 10% of the patients lost to 
follow-up had died, the event rate of 11% might have very dif-
ferent implications.

A large loss to follow-up constitutes a more serious risk of 
bias when the patients who are lost may be different from those 
who are easier to find. In one study, for example, investigators 
managed to follow up 180 of 186 patients treated for neurosis.5 
Of the 180 patients successfully followed up, 60% were easily 
traced. The death rate in these patients was 3%. The other 40% 
of the 180 were more difficult to find. The death rate in these 
patients was 27%.
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Were Study Outcome Criteria Objective and Unbiased?

Outcome events may be objective and easily measured 
(eg, death), require some judgment (eg, myocardial infarction), 
or require considerable judgment and effort to measure (eg, dis-
ability, quality of life). Investigators should clearly specify and 
define their target outcomes and, whenever possible, base their 
criteria on objective measures.

The study of children with brain injury in a prolonged 
unconscious state provides a good example of the challenges 
involved in measuring outcome.6 The study investigators found 
that children’s family members frequently interpreted their 
interactions with the children with unfounded optimism. The 
investigators therefore required that family members’ reports 
of development of a social response in the affected children be 
verified by study personnel.

Using the Guide

Returning to our opening clinical scenario, the investigators 

who evaluated the outcome of extremely premature infants1 

captured the outcome of all infants born at less than 27 weeks’ 

gestation in Sweden in a setting in which active perinatal care 

was available. This included easy and free access to care, a 

low threshold to provide life support at delivery, and transfer 

of extremely premature infants to specialized units in tertiary 

care centers. Because this is a population-based sample, it is 

likely to be representative and free of referral bias. The infants 

were classified into prognostic groups based on their gesta-

tional age at birth, which is known to be a strong prognostic 

factor. Of 707 extremely premature infants who were born alive, 

497 (70%) were still alive at 1 year of age. Neurodevelopmental 

outcomes were assessed at 2.5 years of age in 456 (92%) of 

these infants. The most common nonmortality reason for loss to 

follow-up was an error in the identity number assigned at birth. 
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What Are the Results?

How Likely Are the Outcomes Over Time?

Results from studies of prognosis or risk are often reported as 
the proportion or percentage of patients with a certain out-
come (eg, death, inability to walk, dependence on dialysis) 
after a certain period of time elapses (eg, 28 days, 3 months, 
12 months, 5 years). A more informative way to depict these 
results is a survival curve, which is a graph of the number of 
events over time (or conversely, the chance of being free of these 
events over time) (see Chapter 8, Does Treatment Lower Risk? 
Understanding the Results). The events must be categorized as 
dichotomous variables, yes or no (eg, death, stroke, recurrence 
of cancer), and investigators must know the time at which the 
events occur. Figure 13-1 shows 2 survival curves: one of sur-
vival after a myocardial infarction7 and the other of the need 

Trained psychologists evaluated cognitive, language, and motor 

development using the Bayley Scales of Infant and Toddler 

Development (Bayley-III). Because the Bayley-III had not been 

standardized in Sweden, the investigators included a matched 

control group randomly selected from the Swedish Medical 

Birth Registry. Visual and hearing impairment and the devel-

opment of cerebral palsy were evaluated by pediatric ophthal-

mologists and pediatric neurologists, respectively. Because the 

follow-up assessments were performed as part of clinical care, 

outcome assessors were not blinded to the fact that the patient 

was born extremely prematurely. Although knowledge of birth 

status could bias the assessment of future clinical outcomes, 

you are reassured that many of the assessments use standard-

ized, objective criteria. 
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for revision surgery after hip replacement surgery.8 The chance 
of dying after a myocardial infarction is highest shortly after 
the event (reflected by an initially steep downward slope of the 
curve, which then becomes flat), whereas few hip replacements 
require revision until much later (this curve, by contrast, starts 
out flat and then steepens).

How Precise Are the Estimates of Likelihood?

The more precise the estimate of prognosis a study provides, 
the more useful it is to us. Usually, authors report the risks of 
adverse outcomes with their associated 95% confidence inter-
vals (CIs). If the study is unbiased, the 95% CI defines the range 
of risks within which it is highly likely that the true risk lies  
(see Chapter 9, Confidence Intervals: Was the Single Study 
or Meta-analysis Large Enough?). For example, a study of the 

Time From Randomization, mo Years

E
st

im
at

ed
 S

ur
vi

va
l, 

%

%
 N

ot
 R

ev
is

ed

0

80

85

90

95

100

100
90
80
70
60
50
40
30
20
10

12 24 0 1 2 3 4 5 6 7 8 9

Streptokinase
and aspirin

Placebo infusion
and tablets

Figure 13-1 

Survival Curves

Left, Survival after myocardial infarction. Right, Results of hip replacement surgery: 
percentage of patients who survived without needing a new procedure (revision) 
after their initial hip replacement.

Reproduced from The Lancet,7 Copyright ©1988, with permission from Elsevier 
(left). Reproduced from Dorey and Amstutz,8 with permission from the Journal of 
Bone and Joint Surgery (right).
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TABLE 13-1

95% Confidence Limits on Extreme Resultsa

If the 
denominator is:

And the % is 0%, 
the true % could 
be as high as:

And the % is 100%, 
the true % could be 
as low as:

1 95% 5%

2 78% 22%

3 63% 37%

4 53% 46%

5 45% 55%

10 26% 74%

25 11% 89%

50 6% 94%

100 3% 97%

150 2% 98%

300 1% 99%

aAdapted from Sackett et al.10

prognosis of patients with dementia provided a 95% CI around 
the 49% estimate of survival at 5 years after presentation (ie, 
39%-58%).9 In most survival curves, the earlier follow-up peri-
ods usually include results from more patients than do the later 
periods (owing to losses to follow-up and because patients are 
not enrolled in the study at the same time), which means that 
the survival curves are usually more precise in the earlier peri-
ods, indicated by narrower confidence bands. 

The number of patients evaluated and the number of events 
influence our confidence in the results. Table 13-1 reveals that 
in the case of extreme results (all or no patients have the out-
come), confidence limits remain quite wide until the number 
of patients included is approximately 40 to 50, and they do 
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not narrow until the numbers reach the hundreds.10 When 
the numerator is 0 or 1 and there are at least 30 patients in the 
sample, a simple equation called “the rule of 3s” can be applied, 
where 100 × 3 divided by the number of patients estimates the 
upper limit of the 95% CI.11 

Using the Guide

Of the 456 children in the study who survived to 2.5 years of 

age whose neurodevelopment could be assessed, 42% were 

classified as healthy, 31% had mild disabilities, and 27% had 

moderate or severe disabilities.1 However, the proportion of 

children with mild or no disabilities increased from 40% at 22 

weeks to 83% at 26 weeks. Boys were at higher risk of mod-

erate to severe disabilities (31%) than girls (23%). Figure 13-2 

shows the mean Bayley-III composite cognitive, language, and 

motor scores at 2.5 years of corrected age according to gesta-

tional age at birth and compared with the control group. You are 

pleased to see in Figure 13-2 that the 99% confidence limits for 

the infants born at 26 completed weeks of pregnancy are fairly 

tight, in part because the number of patients in that group is the 

largest (n = 148), compared with the very wide CIs in the group 

of infants born at 23 weeks’ gestation (n = 37). 

How Can I Apply the Results 
to Patient Care?

Were the Study Patients and Their Management 
Similar to Those in My Practice?

Authors should describe the study patients explicitly and in 
sufficient detail that you can make a comparison with your 
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Figure 13-2

Mean Bayley Scales of Infant and Toddler Development Composite Cognitive, Language, and Motor Scores at 2.5 Years 
of Corrected Age for Extremely Preterm Children by Gestational Age at Birth and for the Term Control Group1

The diagonal line indicates the mean of the controls and the vertical bars represent the 99% confidence intervals (CIs) of the mean values. The 
regression lines with 99% CIs for respective scores of children in the preterm group are based on these equations in which GA indicates ges-
tational age in completed weeks: cognitive score = 83.12 + (GA − 21) × 2.517, P < .001; language score = 82.78 + (GA − 21) × 3.551, 
P < .001; and motor score = 83.24 + (GA − 21) × 2.523, P = .001.

Reproduced from Serenius et al,1 JAMA 2013.
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patients. One factor sometimes neglected in prognostic studies 
that could strongly influence outcome is therapy. Therapeutic 
strategies often vary markedly among institutions and change 
over time as new treatments become available or old treatments 
regain popularity. In fact, investigators studying the cohort of 
extremely premature infants later reported major differences in 
1-year mortality across health care regions in Sweden due to 
variation in perinatal practices.12 

Was Follow-up Sufficiently Long?

Because the presence of illness often precedes the develop-
ment of an outcome event by a long period, investigators must 
follow up patients for a period long enough to detect the out-
comes of interest. For example, recurrence in some women 
with early breast cancer can occur many years after initial 
diagnosis and treatment.13 A prognostic study may provide 
an unbiased assessment of outcome during a short period 
if it meets the risk of bias criteria in Box 13-1, but it may 
be of little use if a patient is interested in prognosis during  
a long period.

Can I Use the Study Results in the 
Management of Patients in My Practice?

Prognostic data often provide the basis for sensible decisions 
about therapy. Even if the prognostic result does not help with 
selection of the appropriate therapy, it can help you in coun-
seling a concerned patient or relative. Some conditions, such 
as asymptomatic hiatal hernia or asymptomatic colonic diver-
ticulae, have such a good overall prognosis that they have been 
termed nondisease.14 On the other hand, a result of uniformly 
bad prognosis could provide a clinician with a starting place for 
a discussion with a patient and family, leading to counseling 
about end-of-life care.
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CLINIcAL ScENARIo

Should Patients Undergoing Noncardiac 
Surgery Receive β-Blockers?

You receive a request for consultation from a general surgeon 

regarding the perioperative management of a 66-year-old man 

undergoing hip replacement surgery in 2 days. The patient has a 

history of type 2 diabetes and hypertension and is a smoker. He 

has no history of heart disease. The patient’s blood pressure is 

135/80 mm Hg. Because the patient has multiple risk factors for 

heart disease, you are considering whether he should be treated 

perioperatively with β-blockers to reduce the risk of death, non

fatal myocardial infarction, and other vascular complications.

Being aware that a large amount of literature exists on 
this controversial topic, you decide to conduct a search 
that will provide you with an accurate and rapid overview 
of current best evidence. Because the question is about 
therapy, you are particularly interested in finding a recent 
systematic review and meta-analysis of randomized clinical 
trials (RCTs) that deal with this topic. Using the free fed-
erated search engine ACCESSSS (http://plus.mcmaster.ca/
accessss; see Chapter 4, Finding Current Best Evidence), 
you enter these search terms: beta blockers, perioperative, 
and mortality.

Starting with the summaries at the top of your search 
output, you locate 2 relevant preappraised summaries on 
the “management of cardiac risk for noncardiac surgery.” 
Both summaries cite the results of a large systematic review 

Finding the Evidence

http://plus.mcmaster.ca/accessss
http://plus.mcmaster.ca/accessss
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Systematic Reviews and Meta-analysis: 
An Introduction

Definitions

A systematic review is a summary of research that addresses a 
focused clinical question in a systematic, reproducible manner. 
Systematic reviews can provide estimates of therapeutic effi-
cacy, prognosis, and diagnostic test accuracy and can summa-
rize the evidence for questions of “how” and “why” addressed 
by qualitative research studies. Although we will refer to other 
sorts of questions, this chapter focuses on systematic reviews 
that address the effect of therapeutic interventions or harmful 
exposures on patient-important outcomes.

A systematic review is often accompanied by a meta-analysis 
(a statistical pooling or aggregation of results from different 
studies) to provide a single best estimate of effect. The pool-
ing of studies increases precision (ie, narrows the confidence 
intervals [CIs]), and the single best effect estimate generated 

and meta-analysis published in 2008,1 along with refer-
ences to current US and European clinical practice guide-
lines. However, you notice that the last updates of these 
chapters date back 4 to 6 months ago. You therefore look 
further down in your search output to check preappraised 
research (see Chapter 4, Finding Current Best Evidence) 
and rapidly identify a more recently published systematic 
review and meta-analysis addressing your question and 
that was highly rated for relevance and newsworthiness 
by clinicians from 4 specialties.2 You download the full 
text of the article reporting this meta-analysis.
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facilitates clinical decision making. Therefore, you may see a 
published systematic review in which the authors chose not to 
do a meta-analysis, and you may see a meta-analysis conducted 
without a systematic review (ie, studies were combined statisti-
cally but were not selected following a comprehensive, explicit, 
and reproducible approach) (Figure 14-1). Most useful clini-
cally will be a well-performed systematic review—the methods 
for which we describe in this chapter—with an accompanying 
meta-analysis.

In contrast to systematic reviews, traditional narrative 
reviews typically address multiple aspects of the disease (eg, eti-
ology, diagnosis, prognosis, or management), have no explicit 
criteria for selecting the included studies, do not include sys-
tematic assessments of the risk of bias associated with primary 
studies, and do not provide quantitative best estimates or rate 
the confidence in these estimates. The traditional narrative 
review articles are useful for obtaining a broad overview of a 
clinical condition but may not provide a reliable and unbiased 
answer to a focused clinical question.

Systematic
review 

Systematic
review with
meta-analysis  

Meta-analysis

Figure 14-1

The Overlap of Study Designs: Systematic Review and Meta-analysis
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Why Seek Systematic Reviews?

When searching for evidence to answer a clinical question, it 
is preferable to seek a systematic review, especially one that 
includes a meta-analysis, rather than looking for the best indi-
vidual study or studies. The reasons include the following:

	1.	 Single studies are liable to be unrepresentative of the total body 
of evidence, and their results may therefore be misleading.

	2.	 Collecting and appraising a number of studies take time you 
probably do not have.

	3.	 A systematic review is often accompanied by a meta-analysis 
to provide the best estimate of effect that increases precision 
and facilitates clinical decision making.

	4.	 If the systematic review is performed well, it will likely pro-
vide all of the relevant evidence with an assessment of the 
best estimates of effect and the confidence they warrant.

	5.	 Systematic reviews include a greater range of patients than 
any single study, potentially enhancing your confidence in 
applying the results to the patient before you.

A Synopsis of the Process of a Systematic  
Review and Meta-analysis

In applying the Users’ Guides, you will find it useful to have a 
clear understanding of the process of conducting a systematic 
review and meta-analysis. Figure 14-2 shows how the process 
begins with the definition of the question, which is synonymous 
with specifying eligibility criteria for deciding which studies to 
include in a review. These criteria define the population, the 
exposures or interventions, and the outcomes of interest. A sys-
tematic review also may restrict studies to those that minimize 
the risk of bias. For example, systematic reviews that address a 
question of therapy often will include only RCTs.

Having specified their selection criteria, reviewers will 
conduct a comprehensive search of the literature in all relevant 
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medical databases, which typically yields a large number of 
potentially relevant titles and abstracts. They then apply the 
selection criteria to the titles and abstracts, arriving at a smaller 
number of articles that they retrieve. Once again, the reviewers 
apply the selection criteria, this time to the complete reports.

Having completed the culling process, the reviewers assess 
the risk of bias of the individual studies and abstract data from 
each study. Finally, they summarize the results, including, if 
appropriate, a quantitative synthesis or meta-analysis. The 

Formulate question/eligibility criteria
PICO

Methodologic criteria

Conduct search

Screen titles and abstracts

Review full text of possibly eligible studies

Assess risk of bias, abstract data

Generate summary estimates and CIs
Look for explanations of heterogeneity
Rate con�dence in estimates of effect

A priori hypotheses to explain heterogeneity

Systematic
Review

Meta-
analysis

In a systematic review without meta-analysis, the step of generating summary esti-
mates and confidence intervals is not applicable. If the systematic review includes 
a meta-analysis and presents estimates of effect from individual studies, seeking 
explanation for heterogeneity and rating confidence in estimates is possible.

Abbreviations: CI, confidence interval; PICO, Patient, Intervention, Comparison, 
Outcome.

Figure 14-2 

The Process of Conducting a Systematic Review and Meta-analysis
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meta-analysis provides pooled estimates (ie, combined estimates) 
of the effect on each of the outcomes of interest, along with the 
associated CIs. Meta-analyses frequently include an examination 
of the differences in effect estimates across included studies in an 
attempt to explain differences in results (exploring heterogeneity). 
If based on previously specified hypotheses about possible differ-
ences in patients, interventions, or outcomes that may explain 
differences in results, such explorations become more credible.

Judging the Credibility of the Effect Estimates

When applying the results of a systematic review to patient care, 
you can look for estimates of effect. A systematic review without 
a meta-analysis typically presents results from individual studies; 
the meta-analysis adds a single pooled (combined) estimate of 
effect, with an associated CI, for each relevant outcome. Pooled 
estimates could be for therapy outcomes (eg, death, myocardial 
infarction, quality of life, late catastrophic adverse effects), esti-
mates of the properties of diagnostic tests (eg, likelihood ratios), or 
estimates of patients’ likely outcomes (eg, prognosis). Clinicians 
need to know the extent to which they can trust these estimates.

Two fundamental problems can undermine this trust. One 
is the extent to which systematic review authors have applied 
rigorous methods in conducting their review. We refer to this as 
the credibility of the review.3 By credibility, we mean the extent 
to which the design and conduct of the review are likely to have 
protected against misleading results.4 As you will see, credibility 
may be undermined by eligibility criteria that are inappropri-
ate or not specified, the conduct of an inadequate search, and 
the omission of risk of bias assessments of individual studies 
(see Box 14-1 for issues to be considered in the credibility of 
the review process; these issues are applicable to any systematic 
review, with or without a meta-analysis).

A highly credible review—one that has adhered to meth-
odologic standards—may nevertheless leave us with only very 
low confidence in estimates of effect. Common reasons for this 
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include the following: the individual studies may be plagued 
by high risk of bias and inconsistent results, even the pooled 
(combined) sample sizes may be small and the results may be 
imprecise, and the patients enrolled in the studies may differ 
in important ways from those in whom we are interested. This 
chapter deals with credibility assessment of the review process; 
the next chapter (Chapter 15, Understanding and Applying the 
Results of a Systematic Review and Meta-analysis) will guide 
you in deciding how much confidence we can place on esti-
mates of effect in the presence of a credible review process.

Was the Process Credible?

Did the Review Explicitly Address  
a Sensible Clinical Question?

A systematic review has, relative to a traditional narrative review, 
a narrow focus and addresses a specific question that—for ques-
tions of therapy or harm—is defined by particular patients,  

BOX 14-1

Users’ Guides for Credibility of the 
Systematic Review Process

Did the review explicitly address a sensible clinical question?

Was the search for relevant studies exhaustive?

Was the risk of bias of the primary studies assessed?

Did the review address possible explanations of between-study 

differences in results?

Did the review present results that are ready for clinical 

application?

Were selection and assessments of studies reproducible?

Did the review address confidence in effect estimates?
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interventions, comparisons, and outcomes. When review authors 
conduct a meta-analysis, the issue of how narrow or wide is 
the scope of the question becomes particularly important. Let 
us look at these hypothetical examples of 4 meta-analyses with 
varying scope:

	1.	 A meta-analysis that pooled results from all modalities of 
cancer therapy for all types of cancer to generate a single 
estimate of the effect on mortality.

	2.	 A meta-analysis that pooled the results of the effect of all 
doses of all antiplatelet agents (including aspirin, sulfinpyr-
azone, dipyridamole, ticlopidine, and clopidogrel) on major 
thrombotic events (including myocardial infarctions, strokes, 
and acute arterial insufficiency in the lower extremities).

	3.	 A meta-analysis that pooled the results of the effect of all 
doses of all antiplatelet agents on mortality in patients with 
clinically manifest atherosclerosis (whether in the heart, 
brain, or lower extremities).

	4.	 A meta-analysis that pooled the results of the effect of a 
wide range of aspirin doses to prevent thrombotic stroke in 
patients presenting with a transient ischemic attack (TIA) 
due to carotid artery disease.

Clinicians will clearly be uncomfortable with the first 
meta-analysis, which addresses all treatments for all cancers. 
Clinicians are unlikely to find the second and third meta- 
analyses on antiplatelet agents in major thrombotic events and 
mortality useful because they remain too broad. In contrast, most 
clinicians may be comfortable with the fourth, more focused 
meta-analysis of aspirin and thrombotic stroke, although they 
may express concerns about pooling across a wide range of 
aspirin doses.

What makes a meta-analysis too broad or too narrow? When 
deciding whether the question posed in the meta-analysis is sen-
sible, clinicians need to ask themselves whether the underlying 
biology is such that they would anticipate more or less the same 
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treatment effect across the range of patients included (Box 14-2). 
They should ask a parallel question about the other components 
of the study question: Is the underlying biology such that, across 
the range of interventions and outcomes studied, they expect 
more or less the same treatment effect? Clinicians also can con-
struct a similar set of questions for other areas of clinical inquiry. 
For example, across the range of patients, ways of testing, and 
reference or gold standard for diagnosis, does one expect more or 
less the same likelihood ratios associated with studies that exam-
ine a diagnostic test5 (see Chapter 12, Diagnostic Tests)?

Clinicians reject a meta-analysis that pools data across all 
modes of cancer therapy for all types of cancer because they 
know that some cancer treatments are effective in certain can-
cers, whereas others are not effective. Combining the results 
of these studies would yield an estimate of effect that would 
make little sense or be misleading for most of the interventions. 
Clinicians who reject the meta-analysis on all antiplatelet agents 
and mortality in patients with atherosclerosis would argue that 
the biologic variation in antiplatelet agents is likely to lead to 
important differences in treatment effect. Furthermore, they 
may contend that there are important differences in the biology 

BOX 14-2

Were Eligibility Criteria for Inclusion 
in the Systematic Review Appropriate?

Are results likely to be similar across the range of included 

patients (eg, older and younger, sicker and less sick)?

Are results likely to be similar across the range of studied interven-

tions or exposures (eg, for therapy, higher dose or lower dose; for 

diagnosis, test results interpreted by experts or nonexperts)?

Are results likely to be similar across the range of ways the out-

come was measured (eg, shorter or longer follow-up)?
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of atherosclerosis in the vessels of the heart, brain and neck, and 
legs. Those who would endorse this meta-analysis would argue 
for the similar underlying biology of antiplatelet agents—and 
atherosclerosis in different parts of the body—and thus antici-
pate a similar magnitude of treatment effects.

For the last, more focused review, most clinicians would 
accept that the biology of aspirin action is likely to be similar in 
patients whose TIA reflected right-sided or left-sided brain isch-
emia, in patients older than 75 years and in younger patients, 
in men and women, across different aspirin doses, during peri-
ods of follow-up ranging from 1 to 5 years, and in patients with 
stroke who have been identified by the attending physician and 
those identified by a team of experts. The similar biology is 
likely to result in a similar magnitude of treatment effect, which 
explains the comfort of the meta-analysis authors with combin-
ing studies of aspirin in patients who have had a TIA.

The clinician’s task is to decide whether, across the range 
of patients, interventions or exposures, and outcomes, it is 
plausible that the intervention will have a similar effect. This 
judgment is possible only if the review authors have provided 
a precise statement of what range of patients, exposures, and 
outcomes they decided to include; in other words, the explicit 
eligibility criteria for their review.

In addition, systematic review authors must specify the cri-
teria for study inclusion related to the risk of bias. Generally, 
these should be similar to the most important criteria used to 
evaluate the risk of bias in primary studies6 (Box 14-3). Explicit 
eligibility criteria not only facilitate the decision regarding 
whether the question was sensible but also make it less likely 
that the authors will preferentially include or exclude studies 
that support their own previous conclusions or beliefs.

Clinicians may legitimately ask, even within a relatively 
narrowly defined question, whether they can be confident that 
results will be similar across patients, interventions, and out-
come measurement. Referring to the question of aspirin use by 
patients with a TIA, the effect could conceivably differ in those 
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with more or less severe underlying atherosclerosis, across aspi-
rin doses, or during short-term and long-term follow-up. Thus, 
at the time of examining the results, we need to ask whether 
the assumption with which we started proved accurate: was the 
effect the same across patients, interventions, and outcomes? 
We return to this issue in the next chapter (see Chapter 15, 
Understanding and Applying the Results of a Systematic Review 
and Meta-analysis).

Was the Search for Relevant Studies 
Detailed and Exhaustive?

Systematic reviews are at risk of presenting misleading results if 
they fail to secure a complete, or at least representative, sample 

BOX 14-3

Guides for Selecting Articles That Are Most 
Likely to Provide Results at Lower Risk of Bias

Therapy Were patients randomized?

Was follow-up complete?

Diagnosis Was the patient sample representative of those 

with the disorder?

Was the diagnosis verified using credible criteria 

that were independent of the items of medical 

history, physical examination, laboratory tests, or 

imaging procedures under study?

Harm Did the investigators find similarity in all known 

determinants of outcome or adjust for differ-

ences in the analysis?

Was follow-up sufficiently complete?

Prognosis Was there a representative sample of patients?

Was follow-up sufficiently complete?
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of the available eligible studies. To achieve this objective, review-
ers search bibliographic databases. For most clinical questions, 
searching a single database is insufficient and can lead to missing 
important studies. Therefore, searching MEDLINE, EMBASE, 
and the Cochrane Central Register of Controlled Trials is rec-
ommended for most clinical questions.7 Searching other data-
bases may be required, depending on the nature of the review 
question. The systematic review authors check the reference 
lists of the articles they retrieve and seek personal contact with 
experts in the area. It also may be important to examine recently 
published abstracts presented at scientific meetings and to look 
at less frequently used databases, including those that summa-
rize doctoral theses and databases of ongoing trials held by phar-
maceutical companies or databases of ongoing registered trials.

Another important source of unpublished studies is the 
US Food and Drug Administration (FDA) reviews of new drug 
applications. A study that evaluated the risk of dyspepsia asso-
ciated with the use of nonsteroidal anti-inflammatory drugs 
found that searching FDA records yielded 11 trials, of which 
only 1 was published.8 Another study of FDA reports found that 
they included numerous unpublished studies, and the findings 
of these studies can appreciably alter the estimates of effect.9 
Unless the authors of systematic reviews tell us what they did 
to locate the studies, it is difficult to know how likely it is that 
relevant studies were missed.

Reporting bias occurs in a number of forms, the most 
familiar of which is the failure to report or publish studies with 
negative results. This publication bias may result in misleading 
results of systematic reviews that fail to include unpublished 
studies.10,11

If authors include unpublished studies in a review, they 
should try to obtain full reports, and they should use the same 
criteria to appraise the risk of bias of both published and unpub-
lished studies. There is a variety of techniques available to 
explore the possibility of publication bias, but none of them are 
fully satisfactory. Systematic reviews based on a small number 
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of studies with limited total sample sizes are particularly suscep-
tible to publication bias, especially if most or all of the studies 
have been sponsored by a commercial entity with a vested inter-
est in the results.

Another increasingly recognized form of reporting bias 
occurs when investigators measure a number of outcomes but 
report only those that favor the experimental intervention or 
those that favor the intervention most strongly (selective outcome 
reporting bias). If reviewers report that they have successfully 
contacted authors of primary studies and were assured of the 
full disclosure of results, concern about reporting bias decreases.

Reviewers may go even farther than simply contacting the 
authors of primary studies. They may recruit these investigators as 
collaborators in their review, and in the process, they may obtain 
individual patient records. Such individual patient data meta-
analysis can facilitate powerful analyses (addressing issues such as 
true intention-to-treat analyses and informed subgroup analyses), 
which may strengthen the inferences from a systematic review.

Was the Risk of Bias of the Primary Studies Assessed?

Even if a systematic review includes only RCTs, knowing the 
extent to which each individual trial used safeguards against 
bias is important. Differences in study methods might explain 
important differences among the results.12 For example, less 
rigorous studies sometimes overestimate the effectiveness of 
therapeutic and preventive interventions.13 Even if the results 
of different studies are consistent, determining their risk of bias 
is still important. Consistent results are less compelling if they 
come from studies with a high risk of bias than if they come 
from studies with a low risk of bias.

Consistent results from observational studies putatively 
addressing treatment issues also should raise concern. Clinicians 
may systematically select patients with a good prognosis to 
receive therapy, and this pattern of practice may be consistent 
over time and geographic setting. There are many examples 
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of observational studies that found misleading results subse-
quently contradicted by large RCTs. For example, considerable 
preclinical and epidemiologic evidence suggested that antioxi-
dant vitamins reduced the risk of prostate cancer. However, a 
trial of 35 533 healthy men found that dietary supplementation 
with vitamin E significantly increased the risk of prostate can-
cer.14 Similarly, laboratory experiments suggested that antioxi-
dants may slow or prevent atherosclerotic plaque formation, but 
a trial of 14 641 male physicians found that neither vitamin E 
nor vitamin C supplementation reduced the risk of major car-
diovascular events.15 

There is no one correct way to assess the risk of bias.16 Some 
reviewers use long checklists to evaluate risk of bias, whereas 
others focus on 3 or 4 key aspects of the study. When considering 
whether to trust the results of a review, check to see whether the 
authors examined criteria similar to those we have presented in 
other chapters of this book (see Chapter 6, Therapy [Randomized 
Trials]; Chapter 10, Harm [Observational Studies]; Chapter 12, 
Diagnostic Tests; and Chapter 13, Prognosis). Reviewers should 
apply these criteria with a relatively low threshold (such as 
restricting eligibility to RCTs) in selecting studies (Box 14-3) 
and more comprehensively (such as considering concealment, 
blinding, and stopping early for benefit) in assessing the risk of 
bias of the included studies. The authors of systematic reviews 
should explicitly report the extent of the risk of bias of each 
included study in their review.

Did the Review Address Possible Explanations 
of Between-Study Differences in Results?

Studies included in a systematic review are unlikely to show 
identical results. Whether or not their review includes a meta-
analysis, systematic review authors should attempt to explain 
the reasons for variability in results. When the studies are com-
bined in a meta-analysis, the difference in results becomes easily 
quantifiable. Chance always represents a possible explanation. 



14: The Process of a Systematic Review and Meta-analysis     285

Alternatively, differences in the characteristics of the patients 
enrolled, in the way the intervention was administered, in the 
way the outcome was assessed, or in the risk of bias may be 
responsible. For example, the intervention may be more effec-
tive in older patients than in younger patients or in those with 
diabetes than in those without diabetes. We often refer to incon-
sistency in results among studies as heterogeneity.

Systematic review authors should hypothesize possible 
explanations for heterogeneity (a priori, when they plan the 
review) and test their hypotheses in a subgroup analysis. 
Subgroup analyses may provide important insights, but they 
also may be misleading. In Chapter 15, Understanding and 
Applying the Results of a Systematic Review and Meta-analysis, 
we discuss how to evaluate heterogeneity and how it affects the 
confidence in estimates.

Did the Review Present Results That  
Are Ready for Clinical Application?

If you and your patients are told that treatment lowers the risk 
of myocardial infarction by 50%, it sounds impressive, but that 
could mean a reduction from 1% to 0.5% or from 40% to 20%. 
In the former situation, when the risk difference (also referred to  
as absolute risk reduction) is 0.5%, your patient may decide  
to decline a treatment with appreciable adverse effect, burden, 
or cost. In the latter situation, that is much less likely to be the 
case. Therefore, you and your patients need to know the abso-
lute effect of the intervention. The absolute benefit (or harm) 
that patients will achieve with therapy depends on their baseline 
risk (the likelihood of the outcome when receiving no or stan-
dard therapy).

For example, statins reduce fatal and nonfatal cardiovas-
cular events17 by approximately 25% (relative risk [RR], 0.75); 
the absolute benefit, however, may be greater for a patient with 
an elevated Framingham risk score (or other risk stratification 
method) than for a patient with a low score (Box 14-4).
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BOX 14-4

The Impact of Baseline Risk on the Magnitude 
of Absolute Risk Reduction

Patient 1 Patient 2

65-year-old male smoker with 

cholesterol level of 250 mg/dL, 

high-density lipoprotein (HDL) 

of 30 mg/dL, and systolic 

blood pressure of 140 mm Hg

50-year-old female smoker 

with cholesterol of 170 mg/dL,  

HDL of 55 mg/dL, and 

systolic blood pressure of 

130 mm Hg

Absolute risk of having a 

cardiac event during the next 

10 years: 28%

Absolute risk of having a 

cardiac event during the 

next 10 years: 2%

Risk after treatment with 

statin: 28% × 0.75 = 21%

Absolute risk reduction:  

28% − 21% = 7%

Risk after treatment with 

statin: 2% × 0.75 = 1.5%

Absolute risk reduction:  

2% − 1.5% = 0.5%

Although we are primarily interested in absolute effects, 
relative effects tend to be much more consistent across studies 
(see Chapter 8, Does Treatment Lower Risk? Understanding 
the Results). That is the reason that meta-analyses of binary 
outcomes usually should and do combine and present relative 
effects, such as the relative risk, odds ratio, or occasionally haz-
ard ratio. So how, then, do we determine the absolute effects in 
which we are really interested? The best way is to obtain an esti-
mate of the patients’ baseline risk (ideally from an observational 
study of a representative population, from a risk-stratification 
instrument, or, if neither is available, from the randomized trials 
in the meta-analysis)18 and then use the relative risk19 to esti-
mate that patient’s risk difference.

Review authors also can present outcomes that are continuous 
variables in ways that are more or less useful and applicable. For 
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instance, the weighted mean difference and standardized mean 
difference represent common statistical approaches for pooling 
across studies. Clinicians, however, may have difficulty grasping 
the significance of the effect of a respiratory rehabilitation pro-
gram presented as a weighted mean difference of 0.71 units on 
the Chronic Respiratory Questionnaire (CRQ) scale. They may 
have less difficulty if told that the minimal important difference 
on the CRQ is 0.5 units. Clinicians are likely to have at least 
equal difficulty if told that the treatment effect on disease-specific 
health-related quality of life is a standardized mean difference of 
0.71. Again, they may have less difficulty if told that 0.2, 0.5, and 
0.8 may represent small, moderate, and large effects. Clinicians 
are likely to have the least amount of difficulty if told that 30% of 
patients have an important improvement in function as a result 
of the program (a number needed to treat of approximately 3).20

Were Selection and Assessments 
of Studies Reproducible?

As we have seen, authors of systematic reviews must decide 
which studies to include, the extent of risk of bias, and what 
data to abstract. These decisions always require judgment by the 
reviewers and are subject to both mistakes (ie, random errors) 
and bias (ie, systematic errors). Having 2 or more people par-
ticipate in each decision guards against errors, and if there is 
good agreement beyond chance among the reviewers, the clini-
cian can have more confidence in the results of the systematic 
review. Systematic reviewers often report a measure of agree-
ment (eg, a measure of chance-corrected agreement such as the 
κ statistic) to quantify their level of agreement on study selection 
and appraisal of the risk of bias.

Did the Review Address Confidence  
in Effect Estimates?

As we have pointed out, a review can follow optimal systematic 
review and meta-analytic methods, and the evidence may still 
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warrant low confidence in estimates of effect. Ideally, system-
atic review authors will explicitly address the risk of bias that 
can diminish confidence in estimates as well as imprecision 
(ie, wide CIs) and inconsistency (ie, large variability in results 
from study to study). If systematic review authors do not make 
explicit assessments themselves, they should at least provide the 
information you need to make your own assessment. The next 
chapter (Chapter 15, Understanding and Applying the Results 
of a Systematic Review and Meta-analysis) describes in detail 
how the systematic review authors—or you, in the absence of 
the authors doing so explicitly—can address these issues to 
make an appropriate rating of confidence in estimates of effect.

Clinical Scenario Resolution

Returning to our opening scenario, the systematic review and 

meta-analysis you located included 11 trials that enrolled more 

than 10 000 patients who were having noncardiac surgery and 

were randomized to either β-blockers or a control group.2 The 

trials addressed the main outcomes of interest (death, nonfatal 

myocardial infarction, and nonfatal stroke). The β-blocker, dose, 

timing, and duration of administration all varied across the trials.

The systematic review authors had searched MEDLINE, 

EMBASE, CINAHL, the Cochrane Library Central Register of 

Randomised Controlled Trials, and other trial databases and reg-

istries. They also checked the reference lists of identified articles 

and previous systematic reviews for additional references. They 

did not restrict the search to a particular language or location. 

They had 2 independent reviewers assess trial eligibility and 

select studies, and disagreements were resolved by a third review 

author. They did not quantitatively report the agreement level 

among reviewers, a feature you would have preferred to know.

The systematic review authors used the Cochrane Collabora-

tion risk of bias assessment methods. They explicitly described 
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In the previous chapter (Chapter 14, The Process of a Systematic 
Review and Meta-analysis), we provided guidance on how to 
evaluate the credibility of the process of a systematic review with 
or without a meta-analysis. In this chapter, we address how—if 
the systematic review is sufficiently credible—to decide on the 
degree of confidence in the estimates that the evidence warrants. 
As you will see, systematic review authors may have conducted 
a credible review and analysis and one may still have little con-
fidence in the estimates of effect. We will return to the clini-
cal scenario discussed in the previous chapter and obtain the 
relative and absolute effects of the intervention from a credible 
systematic review and meta-analysis1 and determine the con-
fidence in these estimates (quality of evidence). The general 
framework for judging confidence in estimates is based on the 
approach offered by the GRADE (Grading of Recommendations 
Assessment, Development and Evaluation) Working Group.2 This 
chapter focuses on questions of therapy or harm. This frame-
work can, however, be adapted for other types of questions, such 
as issues of prognosis3 or diagnosis.4

CLINIcAL ScENARIO

We continue with the scenario of a 66-year-old male smoker with 

type 2 diabetes and hypertension undergoing noncardiac surgery 

for whom we are considering prescribing perioperative β-blockers 

to prevent the cardiovascular complications of nonfatal infarction, 

death, and nonfatal stroke.

Understanding the Summary 
Estimate of a Meta-analysis

If the systematic review authors decide that combining results to 
generate a single estimate of effect is inappropriate, a systematic 
review will likely end with a table or tables describing results of 
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individual primary studies. Often, however, systematic reviews 
include a meta-analysis with a best estimate of effect (often called 
a summary or pooled estimate) from the weighted averages of the 
results of the individual studies. The weighting process depends 
on sample size or number of events or, more specifically, study 
precision. Studies that are more precise have narrower confidence 
intervals (CIs) and larger weight in meta-analysis.

In a meta-analysis of a therapeutic question looking at 
dichotomous outcomes (yes/no) for estimates of the magnitude of 
the benefits or risks, you should look for the relative risk (RR) 
and relative risk reduction (RRR) or the odds ratio (OR) and rela-
tive odds reduction (see Chapter 8, Does Treatment Lower Risk? 
Understanding the Results). When the outcome is analyzed using 
time-to-event methods (eg, survival analysis), the results could be 
presented as a hazard ratio. In a meta-analysis addressing diagno-
sis, you should look for summary estimates of likelihood ratios or 
diagnostic ORs (see Chapter 12, Diagnostic Tests).

In the setting of continuous variables rather than dichoto-
mous outcomes, meta-analysts typically use 1 of 2 options to 
aggregate data across studies. If the outcome is measured the same 
way in each study (eg, duration of hospitalization), the results 
from each study are combined, taking into account each study’s 
precision to calculate what is called a weighted mean difference. 
This measure has the same units as the outcomes reported in the 
individual studies (eg, pooled estimate of reduction in hospital 
stay with treatment, 1.1 days).

Sometimes the outcome measures used in the primary studies 
are similar but not identical. For example, one trial might measure 
health-related quality of life using a validated questionnaire (the 
Chronic Respiratory Questionnaire), and another trial might use a 
different validated questionnaire (the St. George’s Questionnaire). 
Another example of this situation is a meta-analysis of studies 
using different measures of severity of depression.

If the patients and the interventions are similar, generating 
a pooled estimate of the effect of the intervention on quality of 
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life or depression, even when investigators have used different 
measurement instruments, is likely to be worthwhile. One way 
of generating the pooled estimate in this instance is to standard-
ize the measures by looking at the mean difference between 
treatment and control and dividing this by the SD.5 The effect 
size that results from this calculation provides a summary esti-
mate of the treatment effect expressed in SD units (eg, an effect 
size of 0.5 means that the mean effect of treatment across studies 
is half of an SD unit). A rule of thumb for understanding effect 
sizes suggests that 0.2 SD represents small effects; 0.5 SD, mod-
erate effects; and 0.8 SD, large effects.6

Clinicians may be unfamiliar with how to interpret effect 
size, and systematic review authors may help you interpret the 
results by using one of a number of alternative presentations. 
One is to translate the summary effect size back into natural 
units.7 For instance, clinicians may have become familiar with 
the significance of differences in walk test scores in patients with 
chronic lung disease. Investigators can then convert the effect 
size of a treatment on a number of measures of functional status 
(eg, the walk test and stair climbing) back into differences in 
walk test scores.8

Even better may be the translation of continuous outcomes 
into dichotomies: the proportion of patients who, for instance, 
have experienced an important reduction in pain, fatigue, or 
dyspnea. Methods of making such translations are increas-
ingly well developed.9,10 For examples on how systematic review 
authors can present results that are ready for clinical applica-
tions, see Chapter 14, The Process of a Systematic Review and 
Meta-analysis.

The results of a traditional meta-analysis are usually depicted 
in what is called a forest plot (Figures 15-1, 15-2, and 15-3). This 
forest plot shows the effect (ie, result) from every study; the point 
estimate is presented as a square with a size that is proportional 
to the weight of the study, and the CI is presented as a horizontal 
line. The solid line at 1.0 indicates no effect, and the dashed line 
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FIGURE 15-1

Results of a Meta-analysis of the Outcomes of Nonfatal Infarction in Patients Receiving Perioperative β-Blockers

FIGURE 15-2

Results of a Meta-analysis of the Outcomes of Death in Patients Receiving Perioperative β-Blockers
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Data are from Bouri et al.1
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FIGURE 15-2

Results of a Meta-analysis of the Outcomes of Death in Patients Receiving Perioperative β-Blockers
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FIGURE 15-3

Results of a Meta-analysis of the Outcomes of Nonfatal Stroke in Patients Receiving Perioperative β-Blockers

Abbreviations: CI, confidence interval; DIPOM, Diabetic Postoperative Mortality and Morbidity trial; MaVS, Metoprolol after Vascular Surgery 
study; POBBLE, Perioperative β-blockade trial; POISE, PeriOperative ISchemic Evaluation trial.

Solid line indicates no effect. Dashed line is centered on meta-analysis pooled estimate.

Data from Bouri et al.1
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is centered on the meta-analysis combined summary effect. The 
combined summary effect is usually presented as a diamond, 
with its width representing the CI for the combined effect. 
As the CI widens, uncertainty about the magnitude of effect 
increases; when the CI crosses no effect (RR or OR of 1.0), there 
is uncertainty about whether the intervention has any effect at 
all (see Chapter 9, Confidence Intervals: Was the Single Study or 
Meta-analysis Large Enough?).

Using the Guide

Returning to the perioperative β-blockers scenario, you found a 

systematic review that you considered as having a credible pro-

cess that included a meta-analysis for the outcomes of nonfatal 

infarction, mortality, and nonfatal stroke.1 The forest plots reveal 

the estimates of effect for these outcomes from the relevant ran-

domized trials (Figure 15-1, 15-2, and 15-3).

Perioperative administration of β-blockers decreases the risk 

of 1 adverse outcome—nonfatal myocardial infarction (RR, 0.67; 

95% CI, 0.47-0.96). The summary effect reached the threshold 

for statistical significance because the CI does not cross 1.0 (no 

effect) (Figure 15-1). However, β-blockers likely increased the 

risk of nonfatal stroke, the lower boundary of the CI just touch-

ing no effect (RR, 1.67; 95% CI, 1.00-2.80) (Figure 15-2). You are 

not sure about the effect of β-blockers on the outcome of death 

because the CI crosses 1.0 and is wide, including a large reduc-

tion (37%) and a large increase (40%) in death (RR, 0.94; 95% 

CI, 0.63-1.40) (Figure 15-3).

You note, however, that there is appreciable inconsistency in 

the results for the end points of death and myocardial infarction 

and that, in particular, the studies with low or high risk of bias 

studies yield different results. This raises the question of which 

results are more credible, an issue to which we return later in 

this chapter.
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Understanding the Estimate of Absolute Effect

The goal of a systematic review and meta-analysis is often 
to present evidence users (clinicians, patients, and policy-
makers) with best estimates of the effect of an intervention 
on each patient-important outcome. When interpreting and 
applying the results, you and your patients must balance the 
desirable and undesirable consequences to decide on the best 
course of action.

As we pointed out in the previous chapter (Chapter 14, The 
Process of a Systematic Review and Meta-analysis), knowledge 
of the RRs associated with the intervention is insufficient for 
making a decision about the trade-off between desirable and 
undesirable consequences; rather, it requires knowledge of the 
absolute risk associated with the intervention. For instance, 
the relative estimates we have presented so far suggest an RRR  
of myocardial infarction of 33% with use of β-blockers in non-
cardiac surgery but an increase in nonfatal strokes of 67%. The 
decision about whether to use β-blockers will be different, 
depending on whether the reduction in myocardial infarction is 
from 10% to 7% or from 1% to 0.7% and whether the increase in 
nonfatal strokes is from 0.5% to 0.8% or from 5% to 8%.

However, before we arrive at the best estimates of absolute 
effect we need to resolve a pending question: does the most 
trustworthy estimate of relative effect come from all of the 
studies or does it come from the studies with low risk of bias? 
We resolve this issue and present the best estimates of absolute 
effect later in this chapter.

Rating Confidence in the Estimates 
(The Quality of Evidence)

Consistent with the second principle of evidence-based prac-
tice—some evidence is more trustworthy and some less so—
application of evidence requires a rating of how confident we 
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are in our estimates of the magnitude of intervention effects on 
the outcomes of interest. This confidence rating is important for 
clinical practice guideline developers when they make their rec-
ommendations and for clinicians and patients when they decide 
on their course of action (see Chapter 17, How to Use a Patient 
Management Recommendation: Clinical Practice Guidelines 
and Decision Analyses).

The judgment about our confidence in the effect estimates 
applies not to a single study but rather a body of evidence. For any 
management decision, confidence in estimates can differ across 
outcomes. Historically, the word “quality” has been used synony-
mously with both risk of bias and confidence in estimates. Because 
of the ambiguity, we avoid the use of the word “quality” (although 
when we do use it, it is synonymous with confidence). Instead, we 
use the other 2 terms (risk of bias and confidence in estimates). In 
this chapter, the focus is on confidence in effect estimates.

The GRADE Approach

The GRADE approach is one of several systems to rate the qual-
ity of evidence. The GRADE Working Group is a group of health 
care professionals, researchers, and guideline developers who, 
in 2000, began to work together to develop an optimal system of 
rating confidence in estimates for systematic reviews and health 
technology assessments of questions of the impact of interventions 
and to determine the strength of recommendations for clinical 
practice guidelines.2 The GRADE approach has been disseminated 
widely and endorsed by more than 70 organizations worldwide,11,12 
including the Cochrane Collaboration, the UK National Institutes 
of Clinical Excellence, the World Health Organization, and the 
American College of Physicians. Several hundred publications have 
since described, demonstrated the feasibility and usefulness, evalu-
ated the use of, and provided guidance on the GRADE approach.

GRADE suggests rating confidence in estimates of effect in 
4 categories: high, moderate, low, or very low. Some organiza-
tions, including UpToDate, combine the low and very low. The 
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lower the confidence, the more likely the underlying true effect is 
substantially different from the observed estimate of effect, and 
thus, it is more likely that further research would reveal a change 
in the estimates.13

Confidence ratings begin by considering study design. 
Randomized trials are initially assigned high confidence and 
observational studies are given low confidence, but a num-
ber of factors may modify these initial ratings (Figure 15-4). 
Confidence ratings may decrease when there is increased 
risk of bias, inconsistency, imprecision, indirectness, or con-
cern about publication bias. An increase in confidence rating 
is uncommon and mainly occurs when the effect size is large 
(Figure 15-4).

Initial rating of con�dence (quality of evidence) based on study design

Randomized trial (high) Observational study (low)

Final rating of con�dence (quality of evidence) 

Decrease con�dence rating if:                      Increase con�dence rating if: 

Risk of bias (serious −1, very serious −2)      Large effect (large +1, very large +2)

Inconsistency (serious −1, very serious −2) 

Indirectness (serious −1, very serious −2)

Imprecision (serious −1, very serious −2)

Publication bias (likely –1)

FIGURE 15-4

Rating the Quality of Evidence (the Confidence in the Estimates)
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These factors defined by GRADE should affect our confi-
dence in estimates whether or not systematic review authors 
formally use GRADE. In one way or another, therefore, your 
consideration of evidence from a systematic review of alterna-
tive management strategies must include consideration of these 
issues. We now provide a description of how authors of system-
atic reviews and meta-analyses apply these criteria.

How Serious Is the Risk of Bias in the Body of Evidence?

Authors of systematic reviews evaluate the risk of bias for each 
of the outcomes measured in each individual study. Bias repre-
sents systematic rather than random error (see Chapter 5, Why 
Study Results Mislead: Bias and Random Error).

For randomized trials, risk of bias increases if there are 
problems with the randomization (defects in generation of the 
randomization sequence or lack of appropriate allocation con-
cealment); if patients, caregivers, and study personnel are not  
blinded; or if a large number of patients are lost to follow-up 
(see Chapter 6, Therapy [Randomized Trials]). The effect of 
these problems can differ across outcomes. For example, lack 
of blinding and inadequate allocation concealment lead to 
greater bias for subjective outcomes than for objective hard 
clinical outcomes, such as death.14 Stopping trials early because 
of a large apparent effect also can exaggerate the treatment  
effects.15 In observational studies, the main concerns associated 
with increased risk of bias include inappropriate measurement 
of exposure and outcome, inadequate statistical adjustment for 
prognostic imbalance, and loss to follow-up (see Chapter 10, 
Harm [Observational Studies]).

Ideally, the authors of systematic reviews will present a risk 
of bias evaluation for every individual study and provide a state-
ment about the overall risk of bias for all of the included studies. 
The reproducibility of this judgment affects the credibility of the 
process of the systematic review (see Chapter 14, The Process of 
a Systematic Review and Meta-analysis). Following the GRADE 
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approach, the risk of bias can be expressed as “not serious,” 
“serious,” or “very serious.” The assessment of the level of risk 
of bias can then result in no decrease in the confidence rating in 
estimates of effect or a decrease by 1 or 2 levels (eg, from high to 
moderate or low confidence) (Figure 15-4).13

Using the Guide

The authors of the systematic review and meta-analysis address-

ing perioperative β-blockers1 used the Cochrane Collaboration 

risk of bias assessment methods (see Chapter 14, The Process of 

a Systematic Review and Meta-analysis). They explicitly described 

the risk of bias of each trial and reported on the adequacy of gen-

eration of the allocation sequence; allocation concealment; blind-

ing of participants, personnel, and outcome assessors; the extent 

of loss to follow-up; and the use of the intention-to-treat principle.

Of the 11 trials included in the analysis, 2 were considered 

to have high risk of bias16,17; limitations included lack of blind-

ing and, in one trial, stopping early because of large apparent 

benefit.17 The results of these 2 trials became even more ques-

tionable when, subsequently, concerns were raised about the 

integrity of the data.1 The remaining 9 trials were deemed by 

the systematic review authors to have adequate bias protection 

measures and represented a body of evidence that was overall 

at low risk of bias for the 3 key outcomes—nonfatal myocardial 

infarction, death, and nonfatal stroke.

Are the Results Consistent Across Studies?

The starting assumption of a meta-analysis that provides a sum-
mary estimate of treatment effect is that across the range of study 
patients, interventions, and outcomes included in the analysis, 
the effect of interest is more or less the same (see Chapter 14, The 
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Process of a Systematic Review and Meta-analysis). On the one 
hand, a meta-analysis question framed to include a broad range 
of patients, interventions, and ways of measuring outcome helps 
avoid spurious effects from subgroup analyses, leads to narrower 
CIs, and increases applicability across a broad range of patients. 
On the other hand, combining the results of diverse studies may 
violate the starting assumption of the analysis and lead to spuri-
ous conclusions (for instance, that the same estimate of effect 
applies to different patient groups or different ways of adminis-
tering an intervention, when it in fact does not).

The solution to this dilemma is to evaluate the extent to 
which results differ from study to study, that is, the variabil-
ity or heterogeneity of study results. Box 15-1 summarizes 
4 approaches to evaluating variability in study results, and the 
subsequent discussion expands on these principles.18

Visual Assessment of Variability
Studies combined in a meta-analysis and depicted in a forest 
plot will inevitably have some inconsistency (heterogeneity) of 
their point estimates. The question is whether that heterogeneity 

Box 15-1

Evaluating Variability in Study Results
Visual evaluation of variability

How similar are the point estimates?

To what extent do the confidence intervals overlap?

Statistical tests evaluating variability

Yes-or-no tests for heterogeneity that generate a P value

I2 test that quantifies the variability explained by between-

study differences in results
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is sufficiently great to make us uncomfortable with combin-
ing results from a group of related studies to generate a single 
summary effect.19

Consider the results of the 2 meta-analyses shown in 
Figure 15-5A and B (meta-analysis A and meta-analysis B, respec-
tively). When reviewing the results of these studies, would clini-
cians be comfortable with a single summary result in either or 
both meta-analyses? Although the results of meta-analysis A seem 
extremely unlikely to meet the assumption of a single underlying 
treatment effect across studies, the results of meta-analysis B are 
completely consistent with the assumption. Therefore, we would 
be uncomfortable applying the pooled estimate to all studies in A 
but comfortable doing so in B.

Constructing a rule to capture these inferences, one might 
suggest that “we are comfortable with a single summary effect 
when all studies suggest benefit or all studies suggest harm” 
(the case for B but not A). Figure 15-5C, however, highlights 
the limitation of such a rule: this hypothetical meta-analysis C 
also shows point estimates on both sides of the line of no effect, 
but here we would be comfortable combining the results.

A better approach to assessing heterogeneity focuses on 
the magnitude of the differences in the point estimates of the 
studies. Large differences in point estimates make clinicians less 
confident in the pooled estimate (as in meta-analysis A). Small 
differences in the magnitude of point estimates (as in meta-
analyses B and C) support the underlying assumption that, 
across the range of study patients, interventions, and outcomes 
included in the meta-analysis, the effect of interest is more or 
less the same.

There is a second, equally important criterion that clini-
cians should apply when judging whether combining the stud-
ies is appropriate. If CIs overlap widely (as in meta-analyses B 
and C), random error, or chance, remains a plausible explana-
tion for the differences in the point estimates. When CIs do 
not overlap (as in meta-analysis A), random error becomes an 
unlikely explanation for differences in apparent treatment effect 
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I2 = 95%, P = 0 < .001
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Figure 15-5

Results of Hypothetical Meta-analyses

 Abbreviations: CI, confidence interval; RR, relative risk.
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across studies. Visual assessment of heterogeneity is useful; for-
mal statistical testing can provide complementary information.

Yes-or-No Statistical Tests of Heterogeneity
The null hypothesis of the test for heterogeneity is that the underlying 
effect is the same in each of the studies20 (eg, the RR derived from 
study 1 is the same as that from studies 2, 3, and 4). Therefore, the 
null hypothesis assumes that all of the apparent variability among 
individual study results is due to chance. Cochran Q, the most com-
monly used test for heterogeneity, generates a probability based on 
a χ2 distribution that between-study differences in results equal to 
or greater than those observed are likely to occur simply by chance.

Meta-analysts may consider different thresholds for the 
significance of the test of heterogeneity (eg, a conventional 
threshold of P < .05 or a more conservative threshold of P < .10). 
As a general principle, however, a low P value of the test for het-
erogeneity means that random error is an unlikely explanation 
for the differences in results from study to study. Thus, a low P 
value decreases confidence in a single summary estimate that 
represents the treatment effect for all patients and all variations 
in the administration of a treatment. A high P value of the test 
of heterogeneity, on the other hand, increases our confidence 
that the assumption underlying combining studies holds true.

In Figure 15-5A, the P value associated with the test for 
heterogeneity is small (P < .001), indicating that it is unlikely 
that we would observe results this disparate if all studies had the 
same underlying effect. On the other hand, the corresponding  
P values in Figure 15-3B and C are fairly large (.97 and .36, 
respectively). Therefore, in these 2 meta-analyses, chance is a 
likely explanation for the observed differences in effect.

When a meta-analysis includes studies with small sample 
sizes and a correspondingly small number of events, the test of 
heterogeneity may not have sufficient power to detect existing 
heterogeneity. Conversely, in a meta-analysis that includes stud-
ies with large sample sizes and a large number of events, the test 
for heterogeneity may provide potentially misleading results 
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that reveal statistically significant but unimportant differences 
in point estimates. This is another reason why clinicians need 
to use their own visual assessments of heterogeneity (similarity 
of point estimates, overlap of CIs) and consider the results of 
formal statistical tests in that context.

Magnitude of Heterogeneity Statistical Tests
The I2 statistic is a preferred alternative approach for evaluat-
ing heterogeneity that focuses on the magnitude of variability 
rather than the statistical significance of variability.21

When the I2 is 0%, chance provides a satisfactory explana-
tion for the variability in the individual study point estimates, and 
clinicians can be comfortable with a single summary estimate of 
treatment effect. As the I2 increases, we become progressively less 
comfortable with a single summary estimate, and the need to look 
for explanations of variability other than chance becomes more 
compelling. Figure 15-6 provides a guide for interpreting the I2.

0%
No worries

25%
Only a
little

concerned

50%
Getting

concerned

75%
Very

concerned

100%
Why are we

pooling?

No
Heterogeneity

Substantial
Heterogeneity

FIGURE 15-6

Interpretation of the I 2 Statistic
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If provided by the meta-analysis authors, a 95% CI asso
ciated with the I2 can provide further insight regarding assess-
ment of inconsistency. In most meta-analyses with a limited 
number of relatively small studies, this CI is quite large, suggest-
ing the need for caution in making strong inferences regarding 
inconsistency.22

The results in Figure 15-5A generate an I2 of more than 
75% (suggesting high heterogeneity), whereas the results in  
Figure 15-5B and C yield low I2 percentages of 0% and 6%, 
respectively (suggesting low heterogeneity).

What to Do When Between-Study 
Variability in Results Is Large?
One of the credibility criteria introduced in Chapter 14 is 
whether the authors have addressed possible explanations of 
heterogeneity. When between-study variability is large, such an 
exploration becomes crucial.

Differences between study results can arise from differ-
ences in the population enrolled (eg, large effects in the more 
ill, smaller in the less ill), differences in the interventions (eg, if 
large doses are more effective than small doses), differences in 
the comparators (eg, smaller effects when standard care is opti-
mal than when it is not), and study methods (eg, larger effect in 
studies with high risk of bias vs those with low risk of bias). Meta-
analysis authors should conduct a test of interaction to deter-
mine whether the difference in effect estimates among subgroups 
is attributable to chance. Apparent subgroup effects are more 
likely to be true when they are based on within-trial rather than 
between-trial comparisons, are very unlikely to be due to chance, 
and are based on a small number of hypotheses specified a priori, 
including a specified direction. If these criteria are not met, any 
subgroup hypothesis warrants a high level of skepticism. 

What if, in the end, we are left with a large degree of unex-
plained between-study heterogeneity for which chance does not 
provide an adequate explanation? This is not an uncommon 
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situation. Some argue that, in this situation, meta-analysis 
authors should not combine the results. Clinicians and patients, 
however, still need a best estimate of the treatment effect to 
inform their decisions. Pending further research that may 
explain the differences between results of different studies that 
address the same question, the summary estimate remains the 
best estimate of the treatment effect. Although clinicians and 
patients must use the best estimate to make their decisions, sub-
stantial unexplained inconsistency between studies appreciably 
reduces confidence in the summary estimate.23

Using the Guide

In Figure 15-1 and 15-2, for both nonfatal myocardial infarction 

and death, we note substantial differences in point estimates 

across studies. In the case of death, there is minimal CI over-

lap. Although the heterogeneity P values of .21 and .16 are not 

statistically significant, the I2 of 29% for nonfatal myocardial 

infarction and 30% for death suggest the presence of variability 

for which seeking a possible explanation is worthwhile.

Examining the data, we find that trials with a high risk of 

bias reveal a substantially larger reduction in the risk of nonfatal 

myocardial infarction. A test of interaction between the 2 groups  

of studies (those with high risk of bias and those with low risk of  

bias) yields a nonsignificant P value of .22, which indicates that 

the difference in the reduction in nonfatal myocardial infarc-

tion risk between these 2 subgroups of studies could be due 

to chance.

However, for the outcome of death, a test of interaction 

between the 2 groups of studies yields a significant P value 

of .04, which suggests that the risk of bias explains the observed 

heterogeneity (Figure 15-2). As we have mentioned previously, 

our inclination to use only the studies with low risk of bias is 



312    Users’ Guides to the Medical Literature

How Precise Are the Results?

Meta-analysis generates an estimate of the mean effect across stud-
ies and a CI around that estimate, that is, a range of values with 
a specified probability (typically 95%) of including the true effect 
(see Chapter 9, Confidence Intervals: Was the Single Study or 
Meta-analysis Large Enough?). When applying research evidence 
to a clinical question, one should determine whether clinical action 
would differ if the upper or the lower boundaries of the CI repre-
sented the truth. If the clinical decision is the same whether the 
upper or lower boundary of the CI represents the true effect, then 
the evidence is sufficiently precise. If across the range of the CI 
values our decision making would change, then we should have 
less confidence in the evidence and lower the confidence rating  
(eg, from high to moderate confidence).24

reinforced by our awareness of the doubts that have been raised 

regarding the integrity of the data from the 2 studies with high 

risk of bias. Results of the studies with low risk of bias are con-

sistent (I2 of 0% and P value for heterogeneity test of .68).

Meta-analysis of the outcome of nonfatal stroke reveals con-

sistent results across trials with an I2 value of 0% and P value for 

the heterogeneity test of .71 (Figure 15-3).

Using the Guide

To determine the precision of the estimate of the effect of 

perioperative β-blockers on the risk of nonfatal myocardial 

infarction, you need to calculate the absolute effect, which 

requires knowledge of the RR and the control event rate (ie, the 

event rate in patients who did not receive β-blockers). Having 

decided that the best estimate of RR comes from focusing on 

the trials with low risk of bias rather than all trials included in 
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the meta-analysis, we note that the RR is 0.73 (95% CI, 0.61-

0.88) (Figure 15-1). We obtain the control event rate from the 

trial that is by far the largest—and the one that likely enrolled 

the most representative population25—which was 215/4177 

or approximately 52 per 1000. You can then calculate the 

decreased risk of nonfatal myocardial infarction in those using 

β-blockers as follows:

Risk with intervention = risk with control × relative risk = 

52/1000 × 0.73 = approximately 38 per 1000

Risk difference = risk with control - risk with intervention = 

52/1000 - 38/1000 = -14 (approximately 14 fewer myocardial 

infarctions per 1000)

You can use the same process to calculate the CIs around 

the risk difference, substituting the boundaries of the CI (in this 

case, 0.61 and 0.88) for the point estimate (in this case, 0.73). For 

instance, for the upper boundary of the CI:

Risk with intervention = 52/1000 × 0.88 = approximately 

46 per 1000

Risk with intervention − risk with control = 46 − 52 = −6 

(approximately 6 fewer per 1000)

The estimate of absolute difference in nonfatal myocardial 

infarction when using β-blockers is therefore approximately 

14 fewer per 1000, with a CI of approximately 6 to 20 fewer 

per 1000.

The corresponding absolute difference for nonfatal stroke is 

2 more nonfatal strokes per 1000, with a CI of approximately 0 to 

6 more per 1000; for death, the absolute difference is 6 deaths 

more per 1000 with a CI of approximately 0 to 13 more per 1000 

(Table 15-1).

Lowering a confidence rating because of imprecision is 
always a judgment call. There seems to be no doubt about the 
need to lower confidence for nonfatal stroke (the effect ranges 
from no difference to an appreciable increase in nonfatal stroke) 
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and likely for death (some may consider 1 additional death in 
1000 acceptable given the reduction in myocardial infarction; 
most would not consider 6 in 1000 trivial). Regarding nonfatal 
myocardial infarction, our judgment was not to lower confi-
dence for imprecision (Table 15-1).

Do the Results Directly Apply to My Patient?

The optimal evidence for decision making comes from research 
that directly compared the interventions in which we are inter-
ested, evaluated in the populations in which we are interested, 
and measured outcomes important to patients. If populations, 
interventions, and outcomes in studies differ from those of 
interest (ie, the patient before us), we lose confidence in esti-
mates of effect. In GRADE, the term “indirectness” is used as a 
label for these issues.26

So, for instance, the patient at hand may be very elderly and 
the trials may have included few, if any, such patients. The dose 
of a drug tested in the trials may be greater than the dose your 
patient can tolerate.

TABLE 15-1

Evidence Profile: Explicit Presentation of the Best Estimates of the 
Effect of Perioperative β-Blockers and the Confidence in Estimates

Confidence Assessment

Outcome No. of 
Participants 
(No. of 
Studies)

Risk of 
Bias

Consistency Directness

Myocardial 
infarction

10 189 (5) No serious 
limitations

No serious 
limitations

No serious 
limitations

Stroke 10 186 (5) No serious 
limitations

No serious 
limitations

No serious 
limitations

Death 10 529 (9) No serious 
limitations

No serious 
limitations

No serious 
limitations

Abbreviation: CI, confidence interval.
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Decisions regarding indirectness of patients and interven-
tions depend on an understanding of whether biologic or social 
factors are sufficiently different that one might expect substan-
tial differences in the magnitude of effect. Do elderly patients 
metabolize a drug differently from younger patients? Are there 
competing risks that will be responsible for the demise of elderly 
patients long before they experience the benefits of the inter-
vention? Is there evidence that the tissue effect of a medication 
is highly dose dependent?

Another issue of indirectness arises when outcomes assessed 
in the studies differ from those of interest to patients. Trials often 
measure laboratory or surrogate outcomes that are not themselves 
important but are measured in the presumption that changes 
in the surrogate reflect changes in an outcome important to 
patients. For instance, we have excellent information about the 
effect of medications used in type 2 diabetes on hemoglobin 
A1C but limited information on their effect on macrovascular 
and microvascular disease. In almost every instance, we should 
reduce our confidence in estimates of effect on patient-important 
outcomes when all we have available is the effect on surrogates.

Summary of Findings

Precision Reporting 
Bias

Confidence Relative 
Effect 
(95% CI)

Risk 
Difference per 
1000 Patients

No serious 
limitations

Not detected High 0.73 
(0.61-0.88)

14 fewer 
(6 fewer to 
20 fewer)

Imprecise Not detected Moderate 1.73 
(1.00-2.99)

2 more (0 more 
to 6 more)

Imprecise Not detected Moderate 1.27 
(1.01-1.60)

6 more (0 more 
to 13 more)
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Lastly, a different type of indirectness occurs when clini-
cians must choose among interventions that have not been 
tested in head-to-head comparisons. For instance, we may want 
to choose among alternative bisphosphonates for managing 
osteoporosis. We will find many trials that compare each agent 
to placebo, but few, if any, that have compared them directly 
against one another.27 Making comparisons among treatments 
under these circumstances requires extrapolating results for the 
existing comparisons and requires multiple assumptions (see 
Chapter 16, Network Meta-analysis).26

Using the Guide

Assessing directness regarding the evidence bearing on the 

use of β-blockers in noncardiac surgery,1 we note that the age 

of most patients enrolled across the trials ranged from 50 to 

70  years, similar to your patient, who is 66 years old. Almost 

all of the trials enrolled patients undergoing surgical procedures 

classified as intermediate surgical risk, similar to the hip surgery 

of your patient. Most of the trials enrolled many patients who, 

like yours, had risk factors for heart disease. Although the drug 

used and the dose varied across trials, the consistent results 

suggest you can use a modest dose of the β-blocker with which 

you are most familiar. The outcomes of death, nonfatal stroke, 

and nonfatal infarction are the key outcomes of importance to 

your patients. Overall, the available evidence presented in the 

systematic review is direct and applicable to your patient and 

addresses the key outcomes (benefits and harms) needed for 

decision making.

Is There Concern About Reporting Bias?

The most difficult types of bias for systematic review authors to 
address stem from the inclination of authors of original studies 
to publish material, either entire studies or specific outcomes, 
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based on the magnitude, direction, or statistical significance of 
the results. We call the systematic error in the body of evidence 
that results from this inclination reporting bias. When an entire 
study remains unreported, the standard term is publication bias.  
The reason for publication bias is that studies without statisti-
cally significant results (negative studies) are less likely to be 
published than studies that reveal apparent differences (positive 
studies). The magnitude and direction of a study’s results may be 
more important determinants of publication than study design, 
relevance, or quality,28 and positive studies may be as much 
as 3 times more likely to be published than negative studies.29 
When authors or study sponsors selectively manipulate and 
report specific outcomes and analyses, we use the term selective 
outcome reporting bias.30 Selective reporting bias can be a seri-
ous problem. Empirical evidence suggests that half of the analy-
sis plans of randomized trials are different in protocols than in 
published reports.31 When the publication is delayed because of 
the lack of significance of results, authors have used the term 
time lag bias.32

Selective outcome reporting can also create misleading esti-
mates of effect. A study of US Food and Drug Administration 
(FDA) reports found that they often included numerous unpub-
lished studies and the findings of these studies can appreciably 
alter the estimates of effect.33

Reporting bias can intrude at virtually all stages of the plan-
ning, implementation, and dissemination of research. Even if 
studies with negative results succeed and get published, they 
may still suffer from dissemination bias: they may be published 
in less prominent journals, may not receive adequate atten-
tion from policymakers, may be omitted (whether identified 
or not) in narrative reviews, may be omitted (if unidentified) 
from systematic reviews, and may have minimal or no effect 
on formulation of policy guidelines. On the other hand, studies 
with positive results may receive disproportionate attention. For 
instance, they are more likely to appear in subsequent evidence 
summaries and in an evidence synopsis.34
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The consequences of publication and reporting bias can 
corrupt the body of evidence, usually exaggerating estimates 
of magnitude of treatment effect. Systematic reviews that fail to 
identify and include unpublished studies face a risk of present-
ing overly sanguine estimates of treatment effectiveness.

The risk of publication bias is probably higher for system-
atic reviews and meta-analyses that are based on small studies. 
Small studies are more likely to produce nonsignificant results 
due to lack of statistical power and are easier to hide. Larger 
studies are not, however, immune. Sponsors and authors who 
are not pleased with the results of a study may delay publication 
or choose to publish their study in a journal with limited reader-
ship or a lower impact factor.32

An example of reporting bias is the Salmeterol Multicenter 
Asthma Research Trial, which was a randomized trial designed 
to examine the effect of salmeterol or placebo on a composite end 
point of respiratory-related deaths and life-threatening experi-
ences. In September 2002, after a data safety and monitoring 
board review of 25 858 randomized patients that found a nearly 
significant increase in the primary outcome in salmeterol-treated 
patients, the sponsor terminated the study. In a significant devia-
tion from the original protocol, the sponsor submitted to the 
FDA an analysis, including events in the 6 months after the ter-
mination of the trial, which produced an apparent diminution of 
the dangers associated with salmeterol. The FDA, through spe-
cific inquiry, eventually obtained the data and the results were 
finally published in January 2006, revealing the increased likeli-
hood of respiratory-related deaths with salmeterol.35,36

Strategies to Address Reporting Bias
Several tests have been developed to detect publication bias 
(Box 15-2); unfortunately, all have serious limitations. The tests 
require a large number of studies (ideally 30 or more), although 
many meta-analysis authors use them in analyses including few 
studies. Moreover, none of these tests has been validated against 
a criterion standard (or gold standard) of real data in which we 
know whether publication bias or other biases existed or not.37
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BOX 15-2

Four Strategies to Address Reporting Bias
	1.	Examine whether the smaller studies show bigger effects

	a.	 Funnel plots, visually assessed

	b.	Funnel plots, statistical analysis

	2.	Reconstruct evidence by restoring the picture after account-

ing for postulated publication bias

	a.	 Trim and fill

	3.	Estimate the chances of publication according to the statisti-

cal significance level

	4.	Examine the evolution of effect size over time as more data 

appear

The first category of tests examines whether small studies 
differ from larger ones in their results. In a figure that relates the 
precision (as measured by sample size, inverse of standard error 
or variance) of studies included in a meta-analysis to the magni-
tude of treatment effect, the resulting display should resemble an 
inverted funnel (Figure 15-7A). Such funnel plots should be sym-
metric, around the point estimate (dominated by the largest tri-
als) or the results of the largest trials themselves. A gap or empty 
area in the funnel suggests that studies have been conducted and 
not published (Figure 15-7B). Because visual determination of 
symmetry can be subjective, meta-analysts sometimes apply sta-
tistical tests for the symmetry of the funnel.37

Even when the funnel shape or the tests suggest publica-
tion bias, other explanations for asymmetry are possible. The 
small studies may have a higher risk of bias, which may explain 
their larger effects. On the other hand, the small studies may 
have chosen a more responsive patient group or administered 
the intervention more meticulously. Finally, there is always the 
possibility of a chance finding.
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Figure 15-7 

Funnel Plot Showing No Publication Bias (A) and Showing Possible 
Publication Bias (B)
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A, The circles represent the point estimates of the trials. The pattern of distribution 
resembles an inverted funnel. Larger studies tend to be closer to the summary esti-
mate (the dashed line). In this case, the effect sizes of the smaller studies are more or 
less symmetrically distributed around the summary estimate. B, This funnel plot shows 
that the smaller studies are not symmetrically distributed around either the point esti-
mate (dominated by the larger trials) or the results of the larger trials themselves. The 
trials expected in the bottom right quadrant are missing. This suggests publication bias 
and an overestimate of the treatment effect relative to the underlying truth.

Funnel Plot Showing No Publication Bias (A) and Showing Possible 
Publication Bias (B)
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A second set of tests imputes and corrects for missing 
information and address its effect (trim-and-fill method). Again, 
the availability of few studies and the presence of heterogeneity 
make this second strategy inappropriate for most meta-analyses.

A third set of tests estimates whether there are differential 
chances of publication according to the level of statistical sig-
nificance.38-40 The excess significance test can be used in single 
meta-analyses and collections of multiple meta-analyses in the 
same field where similar biases may be operating.

Finally, a set of tests aims to examine whether evidence 
changes over time as more data accumulate. Continuously 
diminishing effects are characteristic of time lag bias.41

More compelling than any of these theoretical exercises is 
the success of systematic review authors in obtaining the results 
of unpublished studies that appear to be a complete collection of 
all of the studies that have been undertaken.

Prospective study registration with accessible results rep-
resents the best solution to reporting bias.42,43 Prospective regis-
tration makes publication bias potentially identifiable; however, 
more detailed information is necessary to identify potential 
selective outcome and analysis reporting bias. Until complete 
reporting becomes a reality,44 clinicians using research reports 
to guide their practice must remain cognizant of the dangers of 
reporting biases.

Using the Guide

The authors of the systematic review and meta-analysis1 

addressing perioperative β-blockers constructed funnel plots that 

appear to be symmetrical, and the statistical tests for the sym-

metry of the plot were nonsignificant. The total number of patients 

included (>10 000) further reduces concern about publication 

bias, leaving no reason for lowering our confidence rating due to 

publication or reporting bias.
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Are There Reasons to Increase the Confidence Rating?

Some uncommon situations warrant an increase in the con-
fidence rating of effect estimates from observational studies. 
Consider our confidence in the effect of hip replacement on 
reducing pain and functional limitations in severe osteoarthri-
tis, epinephrine to prevent mortality in anaphylaxis, insulin to 
prevent mortality in diabetic ketoacidosis, or dialysis to prolong 
life in patients with end-stage renal failure.45 In each of these 
situations, we are confident of a substantial treatment effect 
despite the absence of randomized trials. Why is that? The rea-
son is a very large treatment effect that was achieved during a 
short period among patients with a condition that would have 
inevitably worsened in the absence of an intervention.

The GRADE approach provides specific guidance regard-
ing large effect sizes: consider increasing the confidence rating 
by 1 level when there is a 2-fold reduction or increase in risk 
and consider increasing the confidence rating by 2 levels in the 
presence of a 5-fold reduction or increase in risk. For example, 
a systematic review and meta-analysis of observational stud-
ies examining the relationship between infant sleeping posi-
tion and sudden infant death syndrome (SIDS) found an OR 
of 4.9 (95% CI, 3.6-6.6) of SIDS occurring with front vs back 
sleeping positions.46 The ‘‘back to sleep’’ campaigns that were 
started in the 1980s were associated with a relative decrease in 
the incidence of SIDS by 50% to 70% in numerous countries.46 
This large effect increases our confidence in a true association.45

An Evidence-Based Summary of the 
Findings: The Evidence Profile

To optimally apply evidence summarized in a systematic review, 
practitioners need succinct, easily digestible presentations of 
confidence in effect estimates (quality of evidence) and mag-
nitude of effects. They need this information to trade benefits 
and harms and communicate risks to their patients. They need 
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to know the confidence we have in a body of evidence to convey 
the uncertainty to their patients.

Systematic reviews may provide this summary in differ-
ent ways. The GRADE Working Group recommends what are 
called evidence profiles (or a shortened version called summary 
of findings tables). Such tables present the relative and absolute 
effects of an intervention on each of the critical outcomes most 
important to patients, including a confidence rating. If stratify-
ing patients’ baseline risk for the outcome is possible, the abso-
lute effect is presented for each risk strata separately.

�Clinical Scenario Resolution

Table 15-1 presents the evidence profile summarizing the 

results of the systematic review addressing perioperative 

β-blockers. We see that evidence warranting high confidence 

suggests that individuals with underlying cardiovascular dis-

ease or risk factors for disease can expect a reduction in their 

risk of a perioperative nonfatal infarction of 14 in 1000 (from 

approximately 20 per 1000 to 6 per 1000). Unfortunately, they 

can also expect an increase in their risk of dying or experienc-

ing a nonfatal stroke. Because most people are highly averse to 

the disability associated with stroke and at least equally averse 

to death, it is likely that most patients faced with this evidence 

would decline β-blockers as part of their perioperative regimen. 

Indeed, that is what our 66-year-old man with diabetes decides 

when you discuss the evidence with him.
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CLINIcAL ScENARIo

Your patient is a 45-year-old woman who experiences frequent 

migraine headaches that last from 4 to 24 hours and prevent her 

from attending work or looking after her children. She has exhausted 

efforts to manage the symptoms with nonsteroidal anti-inflam-

matory drugs and seeks additional treatment. You decide to rec-

ommend a triptan for the patient’s migraine headaches but are 

wondering how to choose from the 7 available triptans. You retrieve 

a network meta-analysis (NMA) that evaluates the different triptans 

among this patient population.1 You are not familiar with this type 

of study, and you wonder if there are special issues to which you 

should attend in evaluating its methods and results.

You start by typing “migraine triptans” in the search box of 
an evidence-based summary website with which you are 
familiar. You find several chapters related to the manage-
ment of migraine and drug information on the different 
drugs that are available. However, despite the profusion 
of evidence comparing single regimens, you wonder if all 
triptans have been compared, ideally in a in a single system-
atic review. To search for such a review, you type “migraine 
triptans comparison” in PubMed’s Clinical Queries  (http://
www.ncbi.nlm.nih.gov/pubmed/clinical;  see Chapter 4, 
Finding Current Best Evidence). In the results page, the 
middle column, which applies a broad filter for potential 
systematic reviews, retrieves 21 citations. The first strikes 
you as the most relevant to your question. It is a network 
meta-analysis that evaluates the different triptans among 
your patient population.1 You are not familiar with this type 
of study, and you wonder if there are special issues to which 
you should attend in evaluating its methods and results.

Finding the Evidence

http://www.ncbi.nlm.nih.gov/pubmed/clinical
http://www.ncbi.nlm.nih.gov/pubmed/clinical
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Introduction

Traditionally, a meta-analysis addresses the merits of one inter-
vention vs another (eg, placebo or another active intervention). 
Data are combined from all studies—often randomized clinical 
trials (RCTs)—that meet eligibility criteria in what we will term 
a pairwise meta-analysis. Compared with a single RCT, a meta-
analysis improves the power to detect differences and also facili-
tates examination of the extent to which there are important 
differences in treatment effects across eligible RCTs—variability  
that is frequently called heterogeneity.2,3 Large unexplained 
heterogeneity may reduce a reader’s confidence in estimates of 
treatment effect (see Chapter 15, Understanding and Applying 
the Results of a Systematic Review and Meta-analysis).  

A drawback of traditional pairwise meta-analysis is that 
it evaluates the effects of only 1 intervention vs 1 comparator 
and does not permit inferences about the relative effective-
ness of several interventions. For many medical conditions, 
however, there are a selection of interventions that have most 
frequently been compared with placebo and occasionally with 
one another.4,5 For example, despite 91 completed and ongoing 
RCTs that address the effectiveness of the 9 biologic drugs for 
the treatment of rheumatoid arthritis, only 5 compare biologics 
directly against each other.4

Recently, another form of meta-analysis, called an NMA 
(also known as a multiple or mixed treatment comparison 
meta-analysis) has emerged.6,7 The NMA approach provides 
estimates of effect sizes for all possible pairwise comparisons 
whether or not they have actually been compared head to head 
in RCTs. Figure 16-1 displays examples of common networks of 
treatments. 

Our ability to provide estimates of relative effect when 2 
interventions, A and B, have not been tested head to head against 
one another comes from what are called indirect comparisons. 
We can make an indirect comparison if the 2 interventions  
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(eg, paroxetine and lorazepam in Figure 16-2A) have each been 
compared directly against another intervention, C (eg, placebo). 

For instance, assume that A (eg, paroxetine) substantially 
reduces the odds of an adverse outcome relative to C (placebo) 
(odds ratio [OR], 0.5). Intervention B (eg, lorazepam), on the 
other hand, has no impact relative to C on that outcome (OR, 1.0). 

(A) Star network

(C) Connected

(B) Single closed

(D) Complex

Figure 16-1 

Examples of Possible Network Geometry 

The figure shows 4 network graphs. In each graph, the lines show where direct 
comparisons exist from 1 or more trials. Figure 16-1A shows a star network, where 
all interventions have just 1 mutual comparator. Figure 16-1B shows a single closed 
loop that involves 3 interventions and can provide data to calculate both direct 
comparisons and indirect comparisons. Figure 16-1C shows a well-connected 
network, where all interventions have been compared against each other in multiple 
randomized clinical trials. Figure 16-1D is an example of a complex network with 
multiple loops and also arms that have sparse connections.
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Nicotine replacement 
therapy

VareniclineBuproprion
(B)

Paroxetine Lorazepam

Placebo

(A)

In the first example (A), there is direct evidence from paroxetine compared with 
placebo and direct evidence of lorazepam compared with placebo. Therefore, the 
indirect comparison can be applied to determine the effect of paroxetine compared 
with lorazepam, even if no direct head-to-head comparison exists on these 2 agents. 
In the second example (B), there is direct evidence that compares nicotine replace-
ment therapy with both varenicline and bupropion. There is also direct evidence that 
compares bupropion with varenicline. Therefore, one has enough information to evalu-
ate whether the results are coherent between direct and indirect evidence. 

Figure 16-2

A Simple Indirect Comparison and Simple Closed Loop

One might then reasonably deduce that A is substantially superior 
to C—indeed, our best estimate of the OR of A vs B would be 
0.5/1.0 or 0.5. The ratio of the OR in such a situation is our way of 
estimating the effect of A vs B on the outcome of interest.8

Network meta-analyses, which simultaneously include both 
direct and indirect evidence (see Figure 16-2B for an example in 
which both direct and indirect evidence is available, sometimes 
called a closed loop), are subject to 3 chief considerations. The 
first is an assumption that is also necessary for a conventional 
meta-analysis (see Chapter 15, Understanding and Applying 
the Results of a Systematic Review and Meta-analysis). Among 
trials available for pairwise comparisons, are the studies suffi-
ciently homogenous to combine for each intervention? 

Second, are the trials in the network sufficiently similar, with 
the exception of the intervention (eg, in important features, such as 
populations, design, or outcomes)?9 For instance, if trials of drug 
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A vs placebo differ substantially in the characteristics of the popu-
lation studied from the population in drug B vs placebo, infer-
ences about the relative effect of A and B on the basis of how each 
did against placebo become questionable. Third, where direct and 
indirect evidence exist, are the findings sufficiently consistent to 
allow confident pooling of direct and indirect evidence together?

By including evidence from both direct and indirect com-
parisons, an NMA may increase precision of estimates of the 
relative effects of treatments and facilitate simultaneous com-
parisons, or even ranking, of these treatments.7 However, 
because NMAs are methodologically sophisticated, they are 
often challenging to interpret.10 

One challenge clinicians will face with NMAs is that they 
usually use Bayesian analysis approaches rather than the fre-
quentist analysis approaches with which most of us are more 
familiar. Clinicians need not worry further about this, and the 
main reason for pointing it out is as an alert to a difference in 
terms. Clinicians are used to considering confidence intervals 
(CIs) around estimates of treatment effect. The Bayesian equiva-
lent are called credible intervals and can be interpreted in con-
ceptually the same way as CIs.

Here, we demystify NMAs by using the 3 questions of risk 
of bias, results, and applicability of results. Box 16-1 includes all 
issues relevant to evaluating systematic reviews. Our discussion 
in this chapter does not include all of the issues but rather high-
lights those that are most important, or differ, in NMAs.

Box 16-1

Users’ Guides Critical Appraisal Tool
How serious is the risk of bias?

Did the review include explicit and appropriate eligibility criteria?

Was biased selection and reporting of studies unlikely?
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Did the review address possible explanations of between-

study differences in results?

Were selection and assessments of studies reproducible?

Did the authors rate the confidence in effect estimates for 

each paired comparison?  

What are the results?

What was the amount of evidence in the network?

Were the results similar from study to study?

Were the results consistent in direct and indirect comparisons?

How did treatments rank and how secure are we in the rankings?

Were the results robust to sensitivity assumptions and poten-

tial biases?

How can I apply the results to patient care?

Were all patient-important outcomes considered?

Were all potential treatment options considered?

Are any postulated subgroup effects credible?

What is the overall quality and what are limitations of the 

evidence?

How Serious Is the Risk of Bias?

Did the Meta-analysis Include Explicit  
and Appropriate Eligibility Criteria?

One can formulate questions of optimal patient management in 
terms of the PICO framework of patients (P), interventions (I), 
comparisons (C), and outcomes (O).

Broader eligibility criteria may enhance generalizability of 
the results but may be misleading if participants are too dis-
similar and as a consequence heterogeneity is large. Diversity of 
interventions may also be excessive if authors pool results from 
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different doses or even different agents in the same class (eg, all 
statins), based on the assumption that effects are similar. You 
should ask whether investigators have been too broad in their 
inclusion of different populations, different doses or different 
agents in the same class, or different outcomes to make com-
parisons across studies credible.

Was Biased Selection and Reporting of Studies Unlikely?

Some NMAs apply the search strategies from other systematic 
reviews as the basis for identifying potentially eligible trials. 
Readers can be confident in such approaches only if authors 
have updated the search to include recently published trials.11

The eligible interventions can be unrestricted. Sometimes, 
however, the authors may choose to include only a specific 
set of interventions, eg, those available in their country. Some 
industry-initiated NMAs may choose to consider only a spon-
sored agent and its direct competitors.12 This may omit the 
optimal agent for some situations and tends to give a frag-
mented picture of the evidence. It is typically best to include 
all interventions13 because data on clearly suboptimal or aban-
doned interventions may still offer indirect evidence for other 
comparisons.14

In an NMA of 12 treatments for major depression, the 
authors chose to exclude placebo-controlled RCTs and 
included only head-to-head active treatment RCTs.15 
However, publication bias in the antidepressant litera-
ture is well acknowledged,16,17 and by excluding placebo-
controlled trials, the analysis loses the opportunity to 
benefit from additional available evidence.18 Exclusion of 
eligible interventions, in this case placebo, may not just 
decrease statistical power but may also change the over-
all results.14 Placebo-controlled trials may be different 
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Finally, original trials often address multiple outcomes. 
Selection of NMA outcomes should not be data driven but 
based on importance for patients and consider both outcomes 
of benefit and harm. 

Did the Meta-analysis Address Possible Explanations  
of Between-Study Differences in Results?

When substantial clinical variability is present (this is usually, 
and appropriately, the case), authors may conduct subgroup 
analyses or meta-regression to explain heterogeneity. If such 
analyses are successful in explaining heterogeneity, the NMA 
may provide results that more optimally fit the clinical setting 
and characteristics of the patient you are treating.21 For exam-
ple, in an NMA evaluating different statins for cardiovascular 
disease protection, the authors used meta-regression to address 
whether it was appropriate to combine results across primary 
and secondary prevention populations, different statins, and 
different doses of statins.22 Meta-regression suggested height-
ened efficacy in those with prior cardiac events and those with a 

than head-to-head comparison trials in their conduct 
or in the degree of bias (eg, they may have more or less 
publication bias or selective outcome reporting and select-
ive analysis reporting). Thus, their exclusion may also 
have an impact on the point estimates of the effects of 
pairwise comparisons and may affect the relative rank-
ing of regimens.14 When an NMA of second-generation 
antidepressants was later conducted and included pla-
cebo-controlled trials, relying only on the relative dif-
ferences among treatments using the same depression 
scale, the authors reached a different interpretation than 
the earlier NMA.15,19,20 
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history of hypertension, possibly suggesting a more compelling 
case for statin use in such populations.

Inclusion of multiple control interventions (eg, placebo, no 
intervention, older standard of care) may enhance the robust-
ness and connectedness of the treatment network. It is, how-
ever, important to gauge and account for potential differences 
between control groups. For example, because of potential pla-
cebo effects, patients receiving placebo in a blinded RCT may 
have differing responses than patients receiving no interven-
tion in a nonblinded RCT. Thus, if an active treatment, A, has 
been compared with placebo and another active treatment, B, 
has been compared with no intervention, the different choice of 
control groups may produce misleading results (B may appear 
superior, but the use of placebo as the comparator in the A trials 
may be responsible for the difference). As with active interven-
tions, meta-regression may address this problem.

For example, in an NMA evaluating the effectiveness 
of smoking cessation therapies, the authors combined  
placebo-controlled arms with standard-of-care control 
arms and then used meta-regression to examine whether 
the choice of control changed the effect size.23 The authors 
found that trials that used placebo controls had smaller 
effect sizes than those that used standard of care, which 
explained the heterogeneity. 

Did the Authors Rate the Confidence in Effect  
Estimates for Each Paired Comparison? 

The treatment effects in an NMA are typically reported with 
common effect sizes along with 95% credible intervals. Credible 
intervals are the Bayesian equivalent to the more commonly 
understood CIs. When there are K interventions included in 
the treatment network, there are K*(K−1)/2 possible pairwise 
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comparisons. For example, if there are 7 interventions, then 
there are 7*(7−1)/2, or 21, possible pairwise comparisons. Like 
authors of conventional meta-analyses, authors of NMAs need 
to address confidence in estimates of effect for each paired com-
parison (A vs B, A vs C, B vs C, etc—15 comparisons in the 
NMA example with 7 interventions). The necessity for these 
confidence ratings is that evidence may warrant strong infer-
ences (ie, high confidence in estimates) for the superiority of 
one treatment over another (A vs B, for instance) and only weak 
inferences (ie, very low confidence in estimates) for the judg-
ment of superiority of another pairing (A vs C).   

The GRADE Working Group has provided a framework that 
is well suited to addressing confidence in estimates (see Chapter 15,  
Understanding and Applying the Results of a Systematic Review 
and Meta-analysis). We lose confidence in direct compari-
sons of alternative treatments if the relevant randomized trials 
have failed to protect against risk of bias by allocation conceal-
ment, blinding, and preventing loss to follow-up (see Chapter 6, 
Therapy [Randomized Trials]). We also lose confidence when CIs 
(or in the case of a Bayesian NMA, credible intervals) on pooled 
estimates are wide (imprecision); results vary from study to study 
and we cannot explain the differences (inconsistency); the popula-
tion, intervention, or outcome differ from that of primary interest 
(indirectness); or we are concerned about publication bias. 

Ideally, for each paired comparison, authors will present the 
pooled estimate for the direct comparison (if there is one) and 
its associated rating of confidence, the indirect comparison(s) 
that contributed to the pooled estimate from the NMA and 
its associated rating of confidence, and the NMA estimate 
and the associated rating of confidence. Criteria for judging 
confidence in estimates for direct comparisons are well estab-
lished. Although these criteria provide considerable guidance 
in assessing confidence in indirect estimates, judgments regard-
ing confidence in estimates from indirect comparisons present 
additional challenges. Criteria for addressing these challenges 
are still evolving, reflecting that NMA is still a very new method.
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What Are the Results?

What Was the Amount of Evidence  
in the Treatment Network?  

One can gauge the amount of evidence in the treatment net-
work from the number of trials, total sample size, and number 
of events for each treatment and comparison. Furthermore, the 

Using the Guide

Returning to our opening scenario, the NMA we identified com-

pared the efficacy of different triptans for the abortive treatment 

of migraine headaches.1 Patients of interest included adults  

18  to 65 years old who experience migraines, with or without 

aura. Experimental and control interventions included available 

oral triptans, placebos, and no-treatment controls. The outcomes 

of interest were pain-free response at 2 hours and 24 hours after 

the onset of headache. Patients in the included RCTs met similarly 

broad diagnostic criteria based on criteria from the International 

Headache Society and had to experience at least 1 migraine 

headache every 6 weeks. The outcomes assessed are important 

to patients, and their definitions were consistent across trials. 

Moreover, the authors planned to assess dose as a potential 

effect modifier. 

The authors conducted a comprehensive search for pub-

lished literature and sought unpublished RCTs via contact with 

industry trialists. Two reviewers conducted the search and 

extracted data independently, in duplicate. The authors did 

not rate the confidence in estimates from paired comparisons 

but provided information that allows conclusions about confi-

dence. The authors reported events as proportions with ORs for  

treatment effects.
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extent to which the treatments are connected in the network is 
an important determinant of the confidence we can have in the 
estimates that emerge from the NMA. Understanding the geom-
etry of the network (nodes and links) will permit clinicians to 
examine the larger picture and see what is compared to what.24 
Authors will generally present the structure of the network (as 
in the examples in Figure 16-1). 

When alternative interventions have been compared with 
a single common comparator (eg, placebo), we call this a star 
network (Figure 16-1A). A star network only allows for indirect 
comparisons among active treatments, which reduces confidence 
in effects, particularly if there are a limited number of trials, 
patients, and events.25 When there are data available that use both 
direct and indirect evidence of the same interventions, we refer 
to this as a closed loop (Figure 16-1B). The presence of direct 
evidence increases our confidence in the estimates of interest. 

Often, a treatment network will include a mixture of exclu-
sively indirect links and closed loops (Figure 16-1C and D). 
Most networks have unbalanced shapes with many trials of 
some comparisons, but few or none of others.24 In this situation 
(and indeed, in many situations, as we have pointed out in our 
discussion of the need for a confidence rating of each paired 
comparison), evidence may warrant high confidence for some 
treatments and comparisons but low confidence for others. The 
credible intervals around direct, indirect, and NMA estimates 
provide a helpful index of the amount of information available 
for each paired comparison. 

Were the Results Similar From Study to Study?

In a traditional meta-analysis of paired treatment compari-
sons, results often vary from study to study. Investigators can 
address possible explanations of differences in treatment effects 
using a subgroup analysis and meta-regression. However, these 
analyses are limited in the presence of small numbers of trials, 
and apparent subgroup effects often prove spurious, an issue to 
which we return in our discussion of applicability.26-28
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Network meta-analyses, with larger numbers of patients and 
studies, present opportunities for more powerful exploration of 
explanations of between-study differences. Indeed, as we have 
pointed out in a prior section of this chapter—Did the Review 
Address Possible Explanations of Between-Study Differences in 
Results?—the search conducted by NMA authors for explana-
tions for heterogeneity may be informative.

Nevertheless, as is true for conventional meta-analyses, NMA 
is vulnerable to unexplained differences in results from study to 
study. Ideally, NMA authors will, in summarizing the results of 
each paired comparison, alert you to the extent of inconsistency 
in results in both the direct and indirect comparisons and the 
extent to which confidence in estimates decreases accordingly 
(see Chapter 15, Understanding and Applying the Results of a 
Systematic Review and Meta-analysis).

Were the Results Consistent in Direct  
and Indirect Comparisons?

Direct comparisons of treatments are generally more trustwor-
thy than indirect comparisons. However, these head-to-head 
trials can also yield misleading estimates (eg, when conflicts of 
interest influence the choice of comparators used or result in 
selective reporting). Therefore, indirect comparisons may on 
occasion provide more trustworthy estimates.29

Deciding what estimates are most trustworthy (direct, 
indirect, or network) requires assessing whether the direct and 
indirect estimates are consistent or discrepant. One can assess 
whether direct and indirect estimates yield similar effects when-
ever there is a closed loop in the network (as in Figure 16-2B). 
Statistical methods exist for checking this type of inconsistency, 
typically called a test for incoherence.30,31 

A group of investigators applied a test of incoherence to 112 
interventions in which direct and indirect evidence was avail-
able. They found that the results were statistically inconsistent 
14% of the time.9 This same evaluation found that comparisons 
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Box 16-2

Potential Reasons for Incoherence Between the 
Results of Direct and Indirect Comparisons

Chance

Genuine differences in results

Differences in enrolled participants (eg, entry criteria, clinical 

setting, disease spectrum, baseline risk, selection based on 

prior response)

Differences in the interventions (eg, dose, duration of admin-

istration, prior administration [second-line treatment])

Differences in background treatment and management 

(eg, evolving treatment and management in more recent years)

Differences in definition or measurement of outcomes

with smaller number of trials and measuring subjective out-
comes had a greater risk of incoherence. 

Authors’ presentation of direct and indirect estimates for 
each paired comparison will allow you to easily examine the 
extent of incoherence between direct and indirect estimates. 
Authors can perform statistical tests to determine whether 
chance can explain the difference between direct and indirect 
estimates. Often, however, the amount of data is limited and 
not sufficient, and important differences may still exist in the 
absence of a statistically significant difference. 

When incoherence is present, there are many explanations 
for the authors—and for you—to consider (Box 16-2). Just as 
unexplained heterogeneity in any direct paired comparison 
decreases confidence in the pooled estimate, unexplained inco-
herence reduces confidence in the estimate that arises from the 
network. Indeed, when large incoherence is present, the more 
credible estimate may come from either the direct (usually) or 
indirect (seldom) comparison rather than from the network.
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For example, a meta-analysis examining the analgesic effi-
cacy of paracetamol plus codeine in surgical pain found 
a direct comparison that indicated the intervention was 
more efficacious than paracetamol alone (mean differ-
ence in pain intensity change, 6.97; 95% CI, 3.56-10.37). 
The adjusted indirect comparison did not find a significant 
difference between paracetamol plus codeine and para-
cetamol alone (–1.16; 95% CI, –6.95 to 4.64).32 In this 
example, the direct and indirect evidence was statistically 
significantly incoherent (P = .02). The explanation for 
incoherence may be that the direct trials included patients 
with lower pain intensity at baseline, and such patients 
may be more responsive to the addition of codeine.  

Bias in head-to-head (direct) comparisons

Optimism bias with unconcealed analysis

Publication bias

Selective reporting of outcomes and of analyses

Inflated effect size in stopped early trials and in early evidence  

Limitations in allocation concealment, blinding, loss to follow-

up, analysis as randomized

Bias in indirect comparisons

Each of the biasing issues above can affect the results of the 

direct comparisons on which the indirect comparisons are based

How Did Treatments Rank and How  
Confident Are We in the Ranking?

Besides presenting treatment effects, authors may also pres-
ent the probability that each treatment is superior to all other 
treatments, allowing ranking of treatments.33,34 Although this 
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approach is appealing, it may be misleading because of fragility 
in the rankings, because differences among the ranks may be 
too small to be important, or because of other limitations in the 
studies (eg, risk of bias, inconsistency, indirectness). 

We have already provided one example of such a mis-
leading ranking: in an NMA of drug treatments to pre-
vent fragility hip fractures, the authors’ conclusion that 
teriparatide had the highest probability of being ranked 
first across 10 treatments24 was misleading because com-
parison of teriparatide with all other agents, including 
placebo, warranted only low or very low confidence.  

In another example, an NMA that examined direct- 
acting agents for hepatitis C found no statistical differ-
ence for sustained virologic response between telapre-
vir and boceprevir (OR, 1.42; 95% credible interval,  
0.89-2.25); on the basis of these results, the probability of 
being the best favors teleprevir by far (93%) over boce-
previr (7%).35,36 However, this 93% probability provides a 
misleadingly strong endorsement for teleprevir. The lower 
boundary of the credible interval tells us that our confi-
dence in substantial superiority of teleprevir is very low.

Examination of the confidence in estimates from each 
paired comparisons provides insight into the trustworthiness 
of any rankings, and reveals the importance of providing such 
ratings. 

Were the Results Robust to Sensitivity  
Assumptions and Potential Biases?

Given the complexity of some NMAs, authors may assess 
the robustness of their study findings by applying sensitivity 
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For example, in an NMA on prevention of chronic obstruc-
tive pulmonary disease (COPD) exacerbations, the authors 
used the incidence rate as the primary outcome. However, 
there is some debate on whether incidence rates should be 
used in COPD trials,38 and so the authors conducted sen-
sitivity analyses with the binary outcome of ever having an 
exacerbation. The results were sufficiently similar to con-
sider the analyses robust.39

analyses that reveal how the results change if some criteria or 
assumptions change. Sensitivity analyses may include restrict-
ing the analyses to trials with low risk of bias only or examining 
different but related outcomes. The Cochrane Handbook pro-
vides a discussion of sensitivity analyses.37

Using the Guide

Returning to our clinical scenario, Figure 16-3 displays the 

network of considered treatments for pain-free response at 

2 hours. The authors included 74 RCTs that examined triptans 

for the treatment and prevention of migraine attacks. Placebo 

was compared with eletriptan, sumatriptan, rizatriptan, zol-

mitriptan, almotriptan, naratriptan, and frovatriptan in 15, 30, 16, 

5, 9, 5, and 4 trials, respectively. The amount of evidence varied 

across these comparisons. For example, naratriptan had only 

been compared with placebo in 2 trials; therefore, confidence in 

these estimates is likely to be low. Evidence for sumatriptan and 

rizatriptan was based on a larger amount of evidence from both 

direct and indirect comparisons. Sumatriptan (n = 30), rizatriptan 

(n = 20), and eletriptan (n = 16) had the most links, whereas pla-

cebo was the most connected node (n = 68). The most common 
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Sumatriptan
(lmitrex)

Eletriptan
(Relpax)

Frovatriptan
(Frova)

Almotriptan
(Axert)

Zolmitriptan
(Zomig)

Naratriptan
(Amerge)

Rizatriptan
(Maxalt)

Placebo
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Figure 16-3

Treatment Network for the Drugs Considered in the Example Network 
Meta-analysis on Triptans for the Abortive Treatment of Migraine for 
Pain-Free Response at 2 Hours

The lines between treatment nodes indicate the comparisons made throughout 
randomized clinical trials (RCTs). The numbers on the lines indicate the number of 
RCTs informing a particular comparison.

direct comparisons (n = 4 trials) were between sumatriptan and 

rizatriptan (the 2 most commonly tested treatments). Of these, 

15 comparisons were informed direct evidence, but 7 of the dir-

ect connections had only 1 trial, and several of the compari-

sons were informed only by indirect evidence. Frovatriptan was 

poorly connected to other treatments, and all comparisons that 

involved this agent warranted, therefore, only moderate confi-

dence at best.



16: Network Meta-analysis    347

Sixty-three trials reported the outcome of pain-free response 

at 2 hours, and 25 reported 24 hours of sustained pain-free 

response. The authors used the I2 value to assess heterogeneity 

in pairwise meta-analysis before conducting their NMA; how-

ever, they did not report the specific values. They checked the 

coherence between direct and indirect comparisons from closed 

loops and provided this information as a supplemental appen-

dix online. Direct and indirect evidence were consistently simi-

lar, with no statistical evidence of incoherence (Table 16-1). The 

authors also conducted several sensitivity analyses to assess 

the role of dose.  

Figure 16-4 displays the results of the NMA of triptans vs pla-

cebo. For pain-free response at 2 hours, the authors found that 

eletriptan, sumatriptan, and rizatriptan exhibited the largest treat-

ment effects against placebo. The results were largely similar for 

pain-free response at 24 hours.

When the authors examined the comparative effectiveness 

of each triptan vs the other triptans, evidence warranted at least 

moderate confidence for some differences among triptans. For 

example, eletriptan was superior in pain-free response at 2 hours 

compared with sumatriptan (OR, 1.53; 95% CI, 1.16-2.01), almo-

triptan (OR, 2.03; 95% CI, 1.38-2.96), zolmitriptan (OR, 1.46; 95% 

CI, 1.02-2.09), and naratriptan (OR, 2.95; 95% CI, 1.78-4.90).  

For all but naratriptan, we have at least moderate confidence 

in treatment effects vs placebo at 2 and 24 hours. Eletriptan was 

associated with the largest probability (68%) of being the best 

treatment for pain-free response at 2 and 24 hours (54.1%). The 

only other drug that ranked favorably was rizatriptan (22.6% 

at 2  hours and 9.2% at 24 hours). Given that comparisons 

between eletriptan and a number of other agents warrant at 

least moderate confidence, the first rank of elitriptan carried 

considerable weight.
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Table 16-1

Consistency Check for a Pain-Free Response at 2 Hours With Triptan 
in Usual Doses

Comparison No. of 
Trials

Direct 
Estimatea

Indirect 
Estimatea

Three-Treatment Loops Where Inconsistency Can be Checked

Eletriptan (40 mg)  
vs sumatriptan  
(50 mg)

2 1.48 
(1.14-2.79)

1.58 
(0.60-5.87)

Eletriptan (40 mg)  
vs zolmitriptan  
(12.5 mg)

2 1.52 
(0.96-1.81)

1.21 
(0.35-3.55)

Eletriptan (40 mg)  
vs naratriptan  
(2.5 mg)

1 2.46 
(1.53-3.98)

2.75 
(0.37-19.8)

Sumatriptan (50 mg)  
vs almotriptan  
(2.5 mg)

1 1.49 
(1.12-1.98)

1.07 
(0.63-1.76)

Sumatriptan (50 mg)  
vs zolmitriptan  
(12.5 mg)

1 1.12 
(0.87-1.45)

0.72 
(0.42-1.29)

Sumatriptan (50 mg)  
vs frovatriptan  
(2.5 mg)

1 1.07 
(0.56-2.04)

0.64 
(0.35-1.15)

Almotriptan (2.5 mg)  
vs zolmitriptan  
(12.5 mg)

1 0.89 
(0.69-1.15)

0.70 
(0.41-1.19)

Zolmitriptan (12.5 mg) 
vs frovatriptan  
(2.5 mg)

1 0.73 
(0.52-1.02)

0.86 
(0.47-1.62)

Naratriptan (12.5 mg) 
vs frovatriptan  
(2.5 mg)

1 0.82 
(0.51-1.20)

0.90 
(0.49-1.79)

aOdds ratio estimates and 95% confidence intervals for all treatment comparisons 
from the direct pairwise meta-analysis of head-to-head trials and indirect 
comparison meta-analysis using placebo as the common comparator.
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Figure 16-4

Forest Plot of the Primary Multiple-Treatment Comparison Meta-
analysis Results, Triptans vs Placebo

A, Pain-free response at 2 hours; B, 24 hours of sustained pain-free response.
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How Can I Apply the  
Results to Patient Care?

Were All Patient-Important Outcomes Considered?

Many NMAs report only 1 or a few outcomes of interest. For 
example, a recent NMA that compared the efficacy of antihyper-
tensive treatments reported only heart failure and mortality,40 
whereas an older NMA of antihypertensive treatments also con-
sidered coronary heart disease and stroke.41 Adverse events are 
infrequently assessed in meta-analysis and in NMAs, reflecting 
poor reporting in the primary studies.42,43 Network meta-anal-
yses conducted in the context of health technology assessment 
submissions and evidence-based practice reports are more likely 
to include multiple outcomes and assessments of harms than 
the less lengthy NMAs published in clinical medical journals.20

Using the Guide

The authors assessed outcomes (pain-free response at 2 and 

24 hours) that are important to patients. The major omission is 

adverse events—if triptans differed substantially in adverse 

events, this would be an important consideration for patients. 

Fortunately, the drug that appears as or more effective than other 

triptans, eletriptan, also appears to be at least as well tolerated as 

other triptans.44 

Were All Potential Treatment Options Considered?

Network meta-analyses may place restrictions on what treat-
ments are examined. For example, for irritable bowel syndrome, 
an NMA may focus on pharmacologic agents, neglecting RCTs 
of diet, peppermint oil, and counseling.45 Decisions to focus on 
subclasses of drugs may also be problematic. For example, in 
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rheumatoid arthritis, biologics are used for patients in whom 
conventional drugs fail. Five of the 9 available biologics are anti–
tumor necrosis factor (TNF) agents. One recent NMA only con-
sidered anti-TNF agents and excluded other biologics.46 To the 
extent that the other biologic agents are equivalent or superior 
to the anti-TNF agents, their exclusion risks misleading clini-
cians regarding the best biologic agents.

Are Any Postulated Subgroup Effects Credible?

There are very few situations in which investigations have con-
vincingly established important differences in the relative effect 
of treatment according to patient characteristics.47 Criteria exist 
for determining the credibility of subgroup analyses.47 These 
criteria include whether the comparisons are within-study (sub-
group A and subgroup B both participated in the same study, 
the stronger comparison) or between-study (one study enrolled 
subgroup A and another subgroup B, the weaker comparison), 
chance is an unlikely explanation of the differences in effect 
between subgroups, and the investigators made a small num-
ber of a priori subgroup hypotheses with an accurately speci-
fied direction. Network meta-analyses allow a greater number 
of RCTs to be evaluated and may offer more opportunities  
for subgroup analysis—but with due skepticism and respect for 
credibility criteria.

For example, in an NMA that examined inhaled drugs for 
COPD, the authors examined whether severity of airflow 
obstruction measured by forced expiratory volume in  
1 second (FEV1) influenced patients’ response.48 If the FEV1 
was 40% or less of predicted, long-acting anticholiner-
gics, inhaled corticosteroids, and combination treatment, 
including inhaled corticosteroids, reduced exacerbations 
significantly compared with long-acting β-agonists alone 
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but not if the FEV1 was greater than 40% of predicted. This 
difference was significant for inhaled corticosteroids (P = .02  
for interaction) and combination treatment (P = .01) but 
not for long-acting anticholinergics (P = .46). The fact 
that these analyses were based on an a priori hypothesis, 
including a correctly hypothesized direction with a strong 
biologic rationale (greater inflammation in more severe 
airway disease) and a low P value for the test of interaction 
(ie, chance is an unlikely explanation), strengthens the 
credibility of the subgroup effect. It is, however, based on a 
between-group comparison. A reasonable judgment would 
be moderate to high credibility of the subgroup effect, and 
a clinical policy of restricting inhaled corticosteroid use to 
patients with more severe airflow obstruction.

Clinical Scenario Resolution

You conclude that there is convincing evidence for the role 

of triptans in aborting migraine headaches at 2 and 24 hours. 

However, because triptans are a class of drugs you choose to 

assess whether this class effect is real or not. There are data avail-

able from direct and indirect comparisons that suggest that ele-

triptan is superior to several other triptans. You opt to discuss with 

the patient the benefits of starting treatment with eletriptan and 

will seek evidence for adverse events.

Conclusion

Although an NMA can provide extremely valuable information 
in choosing among multiple treatments offered for the same 
condition, it is important to determine the confidence one can 



16: Network Meta-analysis    353

place in the estimates of effect of the treatments considered 
and the extent to which that confidence differs across com-
parisons. If authors provide these confidence ratings themselves 
using criteria such as those suggested by GRADE (Grading of 
Recommendations Assessment, Development and Evaluation), 
the task is straightforward—simply survey the confidence rat-
ings. Those rated as high or moderate are trustworthy and those 
rated low or very low much less so. If the authors do not provide 
these ratings themselves, you need to make your own assess-
ments, which can be challenging.  

The confidence for any comparison will be greater if indi-
vidual studies are at low risk of bias and publication bias is 
unlikely; results are consistent in individual direct compari-
sons and individual comparisons with no-treatment controls 
and also consistent between direct and indirect comparisons; 
sample size is large and CIs are correspondingly narrow; and 
most comparisons have some direct evidence. If all of these hall-
marks are present and the differences in effect sizes are large, 
high confidence in estimates may be warranted. However, in 
most cases, confidence in some key estimates is likely to warrant 
only moderate or low confidence. Most concerning, if authors 
do not provide the necessary information, it is difficult to judge 
which comparisons are trustworthy and which less so—and in 
such cases, clinicians may be best served by reviewing system-
atic reviews and meta-analyses of the direct comparisons and 
using these to guide their patient management.
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Clinical Scenario

You are an obstetrician seeing a 31-year-old pregnant woman 

who had an unprovoked deep venous thrombosis of the leg 

5  years ago that was treated with warfarin for 6 months with-

out complication. She is no longer using antithrombotic medica-

tion and is otherwise healthy. Given a possible increased risk of 

thrombosis with pregnancy, you are considering discussing the 

possibility of low-molecular-weight heparin (LMWH) prophylaxis 

for the rest of the pregnancy.

To inform your discussion, you search first for an evidence-

based recommendation and find the following recommendation 

from a practice guideline1: “For pregnant women at moderate 

to high risk of recurrent venous thromboembolism (VTE) (single 

unprovoked VTE, pregnancy- or estrogen-related VTE, or multiple 

prior unprovoked VTE not receiving long-term anticoagulation), we 

suggest antepartum prophylaxis with prophylactic- or intermedi-

ate-dose LMWH rather than clinical vigilance or routine care (weak 

recommendation, based on low confidence in effect estimates).”

The statement “weak recommendation, based on low confi-

dence in effect estimates” leaves you uncomfortable. You decide 

to read further to understand the recommendation and its rationale.

Developing Recommendations

In general, patient management recommendations are devel-
oped in the context of clinical practice guidelines (see Chapter 4,  
Finding Current Best Evidence). However, you also may find 
guidance originating from a decision analysis. Similar criteria of 
credibility apply to both approaches.2-5

Practice Guidelines

Practice guidelines are statements that include recommen-
dations intended to optimize patient care. They are, ideally, 
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informed by a systematic review of evidence and an assessment 
of the benefits and harms of alternative care options.2 To make a 
recommendation, guideline panelists must define clinical ques-
tions, select the relevant outcome variables, retrieve and synthe-
size all of the relevant evidence, rate the confidence in the effect 
estimates, and, relying on a systematic approach but ultimately 
also on consensus, move from evidence to recommendations.6 
To fully inform their audience, guideline panels should provide 
not only their recommendations but also the key information 
on which their recommendations are based.

Decision Analysis

Decision analysis is a formal method that integrates the evidence 
regarding the beneficial and harmful effects of treatment options 
with the values or preferences associated with those effects. Clinical 
decision analyses are built as structured approaches (decision 
trees), and authors will usually include 1 or more diagrams show-
ing the structure of the decision trees used for the analysis.

Figure 17-1 shows a simplified decision tree for the sce-
nario of the pregnant woman considering thromboprophylaxis. 
The patient has 2 options: to use or not use prophylaxis with 
LMWH. The decision is represented by a square, termed “deci-
sion node.” The lines that emanate from the decision node rep-
resent the clinical strategies under consideration.

Circles, called “chance nodes,” symbolize the different 
events that can occur after each clinical strategy. Patients may or 
may not develop a thrombotic or bleeding event, and the deci-
sion analysis requires estimates of the probability of both events. 
Triangles or rectangles identify outcome states.

The decision analysis also addresses the extent to which 
each of the outcome events is desirable (no bleeding or throm-
botic event) or undesirable (either adverse event) (in technical 
language, the utility). The combination of the probabilities and 
utilities allows the decision analyst to determine the relative 
value of each management option.
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0.38
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0.036

0.005

0.0003

Figure 17-1

Diagram of a Simplified Decision Tree

Abbreviation: LMWH, low-molecular-weight heparin.
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The process of decision analysis makes fully explicit all of 
the elements of the decision so that they are open for debate and 
modification.7 When a decision analysis includes costs among 
the outcomes, it becomes an economic analysis and summarizes 
trade-offs between health changes and resource expenditure.

Returning to Figure 17-1, each arm of the decision (no 
prophylaxis vs LMWH) has 1 chance node at which 4 
possible outcomes could occur (the 4 possible combina-
tions arising from bleeding or not bleeding and from hav-
ing a thrombosis or not having a thrombosis). The figure 
depicts the probabilities associated with the decision. In 
the no-prophylaxis strategy, patients would have a prob-
ability of bleeding and having a thrombosis of 0.1%, a 
probability of bleeding and not having a thrombosis of 
1.3%, a probability of not bleeding but having a thrombo-
sis of 8%, and a probability of not bleeding and not hav-
ing a thrombosis of 90.6%. With the LMWH prophylaxis 
strategy, the probability of bleeding and having a throm-
bosis is 0.06%, the probability of bleeding and not having 
a thrombosis is 2%, the probability of not bleeding but 
having a thrombosis is 2.9%, and the probability of not 
bleeding and not having a thrombosis is 95%.1,8

The figure also presents the values associated with 
each health state on a scale of 0 to 1, with 1 represent-
ing the utility of full health and 0 representing the utility 
of death. In the no-prophylaxis strategy, the health state 
without any negative outcome (no thrombosis or bleed-
ing) represents full health, a utility of 1.0. The occurrence 
of a thrombosis or bleeding event decreases the value of 

Example of a Decision Tree
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the health state to 0.45 in the case of thrombosis and to 
0.38 in the case of bleeding. When both negative out-
comes occur at the same time, the corresponding utility 
is even lower: 0.25. In the LMWH arm, the addition of 
the burden of treatment slightly decreases the utility of the 
4 health states.

The final step in the decision analysis is to calculate 
the total expected value—the sum of the probabilities and 
utilities associated with each outcome—for each possible 
course of action. Given the particular set of probabilities 
and utilities we have presented, the estimated value of the 
no-prophylaxis branch would be (0.906 × 1.0) + (0.080 × 
0.45) + (0.013 × 0.38) + (0.001 × 0.25), which is 0.947. 
The value of the LMWH branch would be (0.950 × 0.98) + 
(0.029 × 0.43) + (0.020 × 0.36) + (0.0006 × 0.24), which 
is 0.950. In this example, the prophylaxis strategy is more 
desirable, but the difference in the expected values between 
the 2 options—called “relative utility”—is relatively small.

The model presented in Figure 17-1 is oversimplified 
in a number of ways. For example, it does not take into 
account the possibility of fatal events or potential long-
term morbidity (eg, after an intracranial bleeding or the 
development of postthrombotic syndrome). Also, it does 
not consider the time in the health states. For instance, hav-
ing a major bleeding without any complication may appre-
ciably reduce the utility during the episode, but almost 
all patients will return to a perfect health state relatively 
quickly. Multistate transition models using simulation—
termed Markov models—permit analyses that are closer to 
real life. For example, an analysis using multistate transi-
tion models concluded that for patients like the one pre-
sented in the opening scenario and in the decision tree 
(high risk for VTE recurrence), antepartum prophylaxis 
with LMWH is a cost-effective use of resources.9
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Assessing Recommendations

Box 17-1 presents our guidance for determining the extent to 
which a guideline or decision analysis will provide trustworthy 
recommendations.

Is the Clinical Question Clear and Comprehensive?

The most useful patient management recommendations from 
guidelines and decision analyses will use a standardized format 
that details precisely the recommended actions, the alternatives 
with which they are compared, to whom they apply, and under 
what circumstances.

Box 17-1

Users’ Guides for Assessing  
Treatment Recommendations

Is the clinical question clear and comprehensive?

Is the recommended intervention clear and actionable?

Is the alternative clear?

Were all of the relevant outcomes important to patients 

explicitly considered?

Was the recommendation based on the best current evidence?

Are values and preferences associated with the outcomes 

appropriately specified?

Do the authors indicate the strength of their recommen- 

dations?

Is the evidence supporting the recommendation easily 

understood?

For strong recommendations, is the strength appropriate?

For weak recommendations, does the information provided 

facilitate shared decision making?

Was the influence of conflict of interests minimized?
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Is the Recommended Intervention Clear and Actionable?
Recommendations are sometimes too vague to be helpful. 
Consider, for instance, this recommendation from a clinical 
practice guideline10: “For both outpatients and inpatients with 
diabetic foot infection, clinicians should attempt to provide a 
well-coordinated approach by those with expertise in a variety 
of specialties, preferably by a multidisciplinary diabetic foot 
care team.” What remains unclear in this recommendation is 
the level of obligation in the “attempt,” what is involved in mak-
ing care “well-coordinated,” and which specialties are included 
in the “variety.”

In contrast, another guideline from the National Foundation 
for Health Care Excellence11 makes clear what is being recom-
mended: “We recommend that a multidisciplinary foot care 
team manage the care of patients with diabetic foot problems 
who require inpatient care. The multidisciplinary foot care 
team should include a diabetologist, a surgeon with the relevant 
expertise, a diabetes nurse specialist, a podiatrist and a tissue 
viability nurse.”

Is the Alternative Clear?
When guideline panelists develop recommendations, they 
choose a specific course of action over others. If the alternative 
is not clear, the significance of the recommendation will remain 
obscure. For example, in the recommendation “Uterine mas-
sage is recommended for the treatment of postpartum hemor-
rhage,”12 the absence of an explicit alternative may introduce 
challenges in the interpretation. Are the panelists suggesting 
performing uterine massage as a first-line treatment in prefer-
ence to other therapeutic measures, or are they recommending 
it in addition to other concomitant measures? By comparing the 
recommendation with others within the guideline, it is possible 
to infer that panelists meant that uterine massage should be used  
in addition to other measures and not as a single interven-
tion, but recommendation statements should be clear enough 
to be interpreted without having to read the full guideline.  
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In contrast, the recommendation “We recommend isotonic crys-
talloids ... in preference to ... colloids for the initial intravenous 
fluid resuscitation of women with postpartum hemorrhage”12 
offers a clearer message by making the alternative explicit.

As you may have noticed, in both recommendations regard-
ing the management of diabetic foot problems presented in the 
previous section, the control group is not clearly defined. Although 
the option of “no foot care team” seems to be the implicit com-
parator, it is not clear what this management strategy entails.

Clinicians who use a decision analysis will not face the 
problem of ambiguous alternatives because the options in com-
parison are explicit.

Were All of the Relevant Outcomes Important  
to Patients Explicitly Considered?
The balance between the benefits and the harms of the interven-
tions will depend on what outcomes are considered. Clinicians 
should judge whether the guideline panel or the decision ana-
lysts included all patient-important outcomes.

For example, the eighth edition of the antithrombotic 
guidelines (AT8) of the American College of Chest 
Physicians (ACCP) recommended the use of elastic 
stockings for patients with stroke who have contraindi-
cations to anticoagulants.13 The 9th edition of the anti-
thrombotic guidelines (AT9) suggested against its use.14 
Both guideline panels considered the outcomes of mortal-
ity, pulmonary embolism, and symptomatic deep venous 
thrombosis, but AT9 panelists also considered that elas-
tic stockings produce a 4-fold increase in the risk of skin 
complications: 39 more per 1000 patients treated for 
1 month (95% confidence interval [CI], 17-77 more per 
1000).15 The additional consideration of skin complica-
tions is responsible for the change in recommendations.
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Outcomes typically considered as patient important include 
mortality, morbidity (eg, major bleeding, acute exacerbation of 
a chronic disease, hospital admission), and patient-reported 
outcomes (eg, quality of life, functional status). Surrogate out-
comes (eg, lipid levels, bone density, cognitive function tests) 
are variably associated with patient-important outcomes but are 
never important in and of themselves.

In addition, AT8 suggested international normalized ratio 
(INR) monitoring at an interval of no longer than every  
4 weeks in patients treated with vitamin K antagonists.16 This 
recommendation was primarily based on studies that found 
that frequent monitoring increased the time in therapeutic 
INR range—a surrogate outcome. However, AT9 suggested 
an INR testing frequency of up to 12 weeks rather than 
every 4 weeks.17 This recommendation was based on studies 
that found no increase in thrombotic events or major bleed-
ing with monitoring every 12 weeks. Both recommenda-
tions were based on explicitly defined outcomes. However, 
the outcomes were surrogate in the first case and—more 
appropriately—patient important in the second.

Outcomes not plausibly influenced by the intervention are 
typically not relevant for decision making and therefore may not be 
considered. For example, mortality is a very important outcome; 
however, it is not relevant for the decision of whether to use intra-
nasal antihistamines for the treatment of allergic rhinitis because 
the intervention does not plausibly affect the probability of dying.

Were the Recommendations Based  
on the Current Best Evidence?

Guideline panelists and decision analysts should base their esti-
mates of the benefits and harms of the intervention and their 
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evaluation of the associated confidence in effect estimates on cur-
rent or updated systematic reviews, preferably those that include 
meta-analysis. In the absence of such meta-analytic systematic 
reviews, guideline panelists may conduct their own reviews or 
provide less systematic evidence summaries. Clinicians should 
look for a description of the process used to identify and sum-
marize the relevant evidence and should judge to what extent 
this process is credible. Clinicians also should check the date on 
which the literature search was conducted (see Chapter 14, The 
Process of a Systematic Review and Meta-analysis).

Recommendations that do not use the best current evi-
dence risk promoting suboptimal or even harmful care. For 
example, for several years guideline panels ignored a substantial 
body of evidence that suggested the effectiveness of prophylaxis 
with quinolones in patients with postchemotherapy neutrope-
nia.18 Only in its 2010 guidelines did the Infectious Diseases 
Society of America suggest the prophylactic use of antibiotics 
in this population.19 This highlights the necessity for rapid and 
sometimes frequent updating of guidelines in areas under active 
investigation (see Chapter 4, Finding Current Best Evidence).

Are Values and Preferences Appropriately 
Specified for Each Outcome?

Assessing treatment effects on outcomes is largely a question 
of measurement and a matter of science. Assigning preferences 
to outcomes is a matter of values. Consider, for example, the 
outcomes associated with routine mammographic screening in 
women aged 40 to 49 years: there is a very small and question-
able reduction of breast cancer mortality and a relatively high 
probability of a false-positive result (which typically leads to 
unnecessary follow-up testing and sometimes to unnecessary 
biopsy of the breast).20 A guideline panel must consider the 
value attached to each of these 2 outcomes when trading them 
off to develop a recommendation. A panel that assigns a higher 
value to the very small reduction in cancer mortality would sup-
port the screening, whereas a panel that assigns a higher value 
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to avoiding unnecessary procedures would not. Consequently, 
clinicians should look for explicit statements regarding the val-
ues and preferences used to inform the recommendation.

Whose values should drive recommendations? Under ideal 
circumstances, recommendations should be based on a system-
atic review of relevant studies exploring patients’ values and 
preferences21; unfortunately, such evidence is still rare. In the 
absence of a body of empirical evidence about patients’ values 
and preferences, guideline panels or decision analysts may fall 
back on the experience of clinicians who regularly engage in 
shared decision making. Another alternative is the involvement 
of representative patients and consumers in the recommen-
dation development process.22 However, ensuring that those 
involved—clinicians or patients—will be able to represent typi-
cal patients is challenging and perhaps only partly achievable.

Whatever the source of values and preferences, it is possible 
to make them explicit and transparent. Unfortunately, failure to 
do so remains the most common serious deficit in current prac-
tice guidelines. In contrast, decision analysis requires explicit 
and quantitative specification of values because each outcome is 
assigned a given health utility. However, although the values and 
preferences in a decision analysis may be explicit, their source 
may be problematic. For example, a systematic review of 54 cost-
utility analyses (including 45 decisions analyses) in child health 
found that the source used for valuing health states was the 
authors’ own judgment in 35% of the analyses, and in another 
11% the source of values and preferences was not stated.23

Do the Authors Indicate the Strength 
of Their Recommendations?

Trustworthy recommendations should specify the strength 
of the recommendations and also a rating of the confidence 
in effect estimates that support the recommendations (also 
known as quality of evidence).2 Sensitivity analyses are used to 
explore the strength of the conclusions that arise from a deci-
sion analysis.



370    Users’ Guides to the Medical Literature

Grades of Recommendation
There are dozens of grading systems for recommendations.24 
However, the 3 most commonly used approaches are GRADE 
(Grading of Recommendations Assessment, Development and 
Evaluation)25 and those used by the American Heart Association 
(AHA)26 and the US Preventive Services Task Force (USPSTF).27 
A detailed discussion of the differences among these systems 
is beyond the scope of this chapter; we will, however, mention 
2 important similarities.

The 3 systems feature a rating for confidence in effect esti-
mates (ie, quality of evidence). Confidence in the effect estimates 
represents the extent to which the estimates are sufficiently cred-
ible to support a particular recommendation (Figure 17-2). The 
GRADE approach specifies 4 levels of confidence: high, mod-
erate, low, and very low (see Chapter 15, Understanding and 
Applying the Results of a Systematic Review and Meta-analysis). 

Figure 17-2

Direction and Strength of Recommendations in Different  
Grading Systems

Do not offer the
intervention 

Offer the intervention
to all or almost all

Individualized decisions

GRADE
Strong Against  

GRADE
Strong in Favor

GRADE
Weak in Favor 

GRADE
Weak Against

USPSTF
Grade A

USPSTF
Grade B

USPSTF
Grade C

USPSTF
Grade D

AHA
Class I

AHA
Class IIa

AHA
Class IIb

AHA
Class III

Level of Con�dence

Abbreviations: AHA, American Heart Association; GRADE, Grading of 
Recommendations Assessment, Development and Evaluation; USPSTF, US 
Preventive Services Task Force.
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The AHA and USPSTF systems specify 3 levels of confidence: A, 
B, and C in the AHA approach and high, moderate, and low in the  
USPSTF approach.

The 3 systems share another critical feature: they differentiate 
between recommendations that should be applied (or avoided) in 
all, or almost all, patients (ie, strong recommendations) from those 
that require individualization to the patient’s values, preferences, 
and circumstances (ie, weak recommendations) (Figure 17-2).

Sensitivity Analysis
Decision analysts use sensitivity analyses, the systematic explo-
ration of the uncertainty in the data, to vary estimates for down-
sides, benefits, and values and to determine the impact of these 
varying estimates on expected outcomes. Sensitivity analysis 
asks the question: to what extent is the relative utility of the 
alternatives affected by the uncertainties in the estimates of the 
likelihood or value of the outcomes? To the extent that the result 
of the decision analysis does not change with varying probabil-
ity estimates and varying values, clinicians can consider the rec-
ommendation a strong one. When the final decision shifts with 
different plausible values of probabilities or values, the conclu-
sion becomes much weaker: the right choice may differ given 
the true probabilities, and patients’ choices are likely to vary 
according to their preferences.

Is the Evidence Supporting the 
Recommendations Easily Understood?

For Strong Recommendations, Is the Strength Appropriate?
The message to the clinician from strong recommendations is 
“just do it.” Recommendations that are inappropriately graded as 
strong may therefore have substantial undesirable consequences.

High confidence in the effect estimates will support a strong 
recommendation if the desirable consequences considerably out-
weigh the undesirable consequences, if there is reasonable confi-
dence and limited variability in patients’ values and preferences, 
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and if the benefits of the proposed course of action justify its 
cost. When there is substantial uncertainty regarding the effects 
of the intervention (low confidence in the effect estimates), clini-
cians should generally expect weak recommendations.

Sometimes, guideline panels can appropriately offer strong 
recommendations despite low or very low confidence in effect 
estimates. Table 17-1 presents 5 paradigmatic situations in which 
this can occur. Clinicians should carefully examine a strong rec-
ommendation based on low or very low confidence. If it does 

Table 17-1

Five Paradigmatic Situations That Justify Strong Recommendations  
Based on Low or Very Low Confidence

Paradigmatic 
Situation

Confidence in Effect 
Estimates for Health 
Outcomes (Quality of 
Evidence)

Balance of 
Benefits and 
Harms

Values and 
Preferences

Benefits Harms

Life-threatening 
situation

Low or 
very low

Immaterial 
(very low to 
high)

Intervention 
may reduce 
mortality in a 
life-threatening 
situation; 
adverse events 
not prohibitive

A very high value 
is placed on an 
uncertain but 
potentially life- 
preserving benefit

Uncertain 
benefit, certain 
harm

Low or 
very low

High or 
moderate

Possible but 
uncertain ben-
efit; substantial 
established 
harm

A much higher 
value is placed on 
the adverse events 
in which we are 
confident than in 
the benefit, which 
is uncertain
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not correspond to any of the situations listed in Table 17-1, it 
is likely that the recommendation was inappropriately graded.

For example, a systematic survey of the Endocrine Society 
guidelines issued between 2005 and 2011 found that 121 of the 
total of 357 recommendations identified were strong recommen-
dations based on low or very low confidence in effect estimates. Of 
these 121, only 35 (29%) were consistent with one of the situations 
presented in Table 17-1 and thus clearly appropriate.31 This result 
highlights the need for caution when facing strong recommenda-
tions based on low or very low confidence in effect estimates.

Resource 
Considerations

Recommendation Example

Small incre-
mental cost (or 
resource use) 
relative to the 
benefits justify 
the intervention

Strong recommen-
dation in favor

Indirect evidence from seasonal influenza 
suggests that patients with avian influenza 
may benefit from the use of oseltamivir 
(low confidence in effect estimates). Given 
the high mortality of the disease and the 
absence of effective alternatives, the WHO 
made a strong recommendation in favor of 
the use of oseltamivir rather than no treat-
ment in patients with avian influenza.28

High incremental 
cost (or resource 
use) relative to 
the benefits may 
not justify the 
intervention

Strong recommen-
dation against

In patients with idiopathic pulmonary 
fibrosis, treatment with azathioprine plus 
prednisone offers a possible but uncertain 
benefit in comparison with no treatment. 
The intervention, however, is associated 
with a substantial established harm. An 
international guideline made a recommen-
dation against the combination of cortico-
steroids plus azathioprine in patients with 
idiopathic pulmonary fibrosis.28

(Continued)



374    Users’ Guides to the Medical Literature

Paradigmatic 
Situation

Confidence in Effect 
Estimates for Health 
Outcomes (Quality of 
Evidence)

Balance of 
Benefits and 
Harms

Values and 
Preferences

Benefits Harms

Potential equiv-
alence, one 
option clearly 
less risky or 
costly

Low or 
very low

High or 
moderate

Magnitude  
of benefit 
apparently  
similar—though 
uncertain—for 
alternatives; 
we are con-
fident of less 
harm or cost 
for one of the 
competing 
alternatives

A high value is 
placed on the 
reduction in harm

High confidence 
in similar ben-
efits, one option 
potentially more 
risky or costly

High or 
moderate

Low or very 
low

Established 
that magnitude 
of benefit is 
similar for 
alternative 
management 
strategies; best 
(though uncer-
tain) estimate 
is that one 
alternative has 
appreciably 
greater harm

A high value is 
placed on avoid-
ing the potential 
increase in harm

Potential cata-
strophic harm

Immaterial 
(very low 
to high)

Low or very 
low

Potential 
important harm 
of the interven-
tion, magni-
tude of benefit 
is variable

A high value is 
placed on avoiding 
potential increase 
in harm

Abbreviations: AT9, 9th edition of the antithrombotic guidelines; CI, confidence interval;  
MALT, mucosa-associated lymphoid tissue; WHO, World Health Organization.

Table 17-1

Five Paradigmatic Situations That Justify Strong Recommendations  
Based on Low or Very Low Confidence (Continued)
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Resource 
Considerations

Recommendation Example

High incremental 
cost (or resource 
use) relative to 
the benefits may 
not justify one of 
the alternatives

Strong recom-
mendation for 
less harmful/less 
expensive

Low-quality evidence suggests that initial 
Helicobacter pylori eradication in patients 
with early stage extranodal marginal 
zone (MALT) B-cell lymphoma results 
in similar rates of complete response in 
comparison with the alternatives of radia-
tion therapy or gastrectomy, but with 
high confidence of less harm, morbidity, 
and cost. Consequently, UpToDate made 
a strong recommendation in favor of H 
pylori eradication rather than radiother-
apy in patients with MALT lymphoma.29

High incremental 
cost (or resource 
use) relative to 
the benefits may 
not justify one of 
the alternatives

Strong recommen-
dation against the 
intervention with 
possible greater 
harm

In women requiring anticoagulation and 
planning conception or in pregnancy, 
high confidence estimates suggest 
similar effects of different anticoagu-
lants. However, indirect evidence (low 
confidence in effect estimates) suggests 
potential harm to the unborn infant with 
oral direct thrombin (eg, dabigatran) and 
factor Xa inhibitors (eg, rivaroxaban, 
apixaban). The AT9 guidelines recom-
mended against the use of such antico-
agulants in women planning conception 
or in pregnancy.1

High incremental 
cost (or resource 
use) relative to 
the benefits may 
not justify the 
intervention

Strong recommen-
dation against the 
intervention

In males with androgen deficiency, 
testosterone supplementation likely 
improves quality of life. Low-confidence 
evidence suggests that testosterone 
increases cancer spread in patients 
with prostate cancer. The US Endocrine 
Society made a recommendation against 
testosterone supplementation in patients 
with prostate cancer.30
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In decision analysis, the parallel to strong recommenda-
tions occurs when the relative utility of the management options 
changes little and the preferred alternative does not change, after 
varying probability estimates and varying values. Clinicians 
should look for a table that lists which variables were included 
in their sensitivity analyses, what range of values they used for 
each variable, and which variables, if any, altered the relative 
desirability of the management strategies under consideration.

Ideally, decision analysts will subject all of their probability 
estimates to a sensitivity analysis. The range over which they 
will test should depend on the source of the data. If the esti-
mates come from large randomized trials with low risk of bias 
and narrow CIs, the range of estimates tested can be narrow. 
When risk of bias is greater or estimates of benefits and down-
sides less precise, sensitivity analyses testing a wide range of 
values become appropriate. Decision analysts also should test 
utility values with sensitivity analyses, with the range of values 
again determined by the source of the data. If large numbers of 
patients or knowledgeable and representative members of the 
general public gave similar ratings to the outcome states, inves-
tigators can use a narrow range of utility values in the sensitiv-
ity analyses. If the ratings came from a small group of raters or 
if the individuals provided widely varying estimates of typical 
utilities, then investigators should use a wider range of utility 
values in the sensitivity analyses.

For Weak Recommendations, Does the Information  
Facilitate Shared Decision Making?
Recommendations—in particular, weak recommendations—
should explicitly provide the key underlying information 
necessary to act on the recommendation. In guidelines, this 
information is typically found in the remarks section, in the rec-
ommendation rationale, or in tables that accompany the recom-
mendation. The GRADE Working Group, in collaboration with 
the Cochrane Collaboration, has designed a specific table for 
this purpose: the summary-of-findings table. This table provides 
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the confidence ratings for all important outcomes and the asso-
ciated estimates of relative and absolute effects. Table 17-2 shows 
a summary-of-findings table relevant for the clinical scenario 
presented at the beginning of this chapter. As we discuss later, 
summary-of-findings tables can facilitate shared decision mak-
ing.33 The absolute measures of effect you will find in GRADE 
summary-of-findings tables are typically presented within the 
decisions trees in decision analyses.

Was the Influence of Conflict of Interests Minimized?

The judgments involved in the interpretation of the evidence and 
the decision on the final recommendation may be vulnerable to 
conflicts of interest. In medicine, guideline panelists frequently—
and decision-analyst authors sometimes—report financial ties 
with the pharmaceutical industry.34-36 Nonfinancial conflicts of 
interests are also common and may have even greater effect than 
financial conflicts.37,38 These conflicts include intellectual con-
flicts (eg, previous publication of studies relevant to a recom-
mendation) and professional conflicts (eg, radiologists making 
recommendations about breast cancer screening or urologists 
recommending prostate cancer screening).39,40

Clinicians can check the conflict of interest statements of 
the guideline panelists or decision analysts, usually found at the 
beginning or end of a publication or in a supplementary file. 
Just as important, clinicians should check what strategies were 
implemented to manage these conflicts of interest. Guidelines or 
decision analyses with a large representation of panelists without 
conflicts of interest, that have placed nonconflicted participants 
in positions of authority, or that have implemented rules to limit 
the influence of both financial and nonfinancial conflicts of 
interest are more credible than those that have not. Guidelines 
that excluded conflicted experts are likely to have limited the 
influence of conflicts of interest but may have compromised the 
credibility of the guidelines and possibly threatened their accept-
ability. Clinicians also can check whether recommendations 
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were collected and managed for the whole guideline or on a 
recommendation-by-recommendation basis. The influence of 
potential conflicts of interest may be diminished with the latter 
approach.

The AT9 guidelines provide an example of implementation 
of a number of these strategies.38 A nonconflicted meth-
odologist was chosen as the chair of each of the 14 panels 
making recommendations and was primarily responsible 
for that chapter. The chair and 2 other members of the 
executive committee ultimately responsible for the whole 
guideline were nonconflicted methodologists. Both finan-
cial and intellectual conflicts of interest were assessed on 
a recommendation-by-recommendation basis. Panelists 
with major conflicts were in principle excluded from 
participation in decision making. Challenges in imple-
menting this approach highlight the efforts required to 
arrive at an optimal strategy for managing conflict of  
interest.41,42

How Should You Use Recommendations?

Strong Recommendations

If the panel’s assessment is astute, clinicians can apply strong rec-
ommendations to all or almost all of the patients in all or almost 
all circumstances without thorough—or even cursory—review 
of the underlying evidence and without a detailed discussion 
with the patient. The same is true for decision analysis when the 
utility of one alternative is substantially greater than the other 
and this relative utility is robust to sensitivity analyses. Whether 
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Table 17-2

Summary-of-Findings Table: Antepartum and Postpartum Prevention of VTE With Prophylactic Dose of Low-Molecular-
Weight Heparin vs No Prophylaxis in Pregnant Women With Prior VTE1

Outcome RR (95% CI) Anticipated Absolute Effects During Pregnancy Confidence in the 
Estimates of the EffectRisk Without Prophylaxis Risk Difference With LMWH

Symptomatic VTE 0.36 
(0.20-0.67)

Low Risk Low due to indirectnessb 
and imprecisionc

20 VTE per 1000 13 fewer VTE per 1000 (from 
16 to 7 fewer)

Intermediate and High Riska

80 VTE per 1000 51 fewer VTE per 1000 (from 
65 to 30 fewer)

Major bleeding 1.57 (1.32-
1.87)d

Antepartum Period Low due to indirectnessa 
and imprecisionf

3 bleeds per 1000 1 more bleed per 1000 (from 1 
to 3 more)e

Postpartum Period

10 bleeds per 1000 6 more bleeds per 1000 (from 
3 to 8 more)d

(Continued)
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Burden of 
treatment

… No incremental burden Daily injections High

Abbreviations: CI, confidence interval; LMWH, low-molecular-weight heparin; RR, relative risk; VTE, venous thromboembolism. 
aSingle unprovoked VTE, pregnancy-related or estrogen-related VTE, or multiple prior unprovoked VTE not receiving long-term anticoagulation.
bPopulation is indirect (ie, did not include pregnant women).
c95% confidence interval includes marginal benefit.
dRelative effect estimate based on the systematic review by Collins et al.32

eAbsolute risk estimates for major bleeding in women using LMWH based on the systematic review by Greer et al.8

f95% confidence interval includes marginal harm.

Adapted from Bates et al.1

Table 17-2

Summary-of-Findings Table: Antepartum and Postpartum Prevention of VTE With Prophylactic Dose of Low-Molecular-
Weight Heparin vs No Prophylaxis in Pregnant Women With Prior VTE (Continued )

Outcome RR (95% CI) Anticipated Absolute Effects During Pregnancy Confidence in the 
Estimates of the EffectRisk Without Prophylaxis Risk Difference With LMWH
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Using the Guide
Is the Clinical Question Clear and Comprehensive?

The recommendation presented at the beginning of this chapter 

clearly specifies what is being proposed (“antepartum prophylaxis 

with prophylactic- or intermediate-dose LMWH”) and what was 

the comparison (“rather than clinical vigilance or routine care”).1

As we can see in Table 17-2, guideline panelists considered 

the outcomes of symptomatic thromboembolism, major bleed-

ing, and burden of treatment—the outcomes likely important to 

patients.

Was the Recommendation Based on the Best  

Current Evidence?

In the methods section of the published AT9 guidelines, we find the 

following description: “To identify the relevant evidence, a team …  

conducted literature searches of Medline, the Cochrane Library, 

and the Database of Abstracts of Reviews of Effects … for sys-

tematic reviews and another for original studies” and “The quality 

of reviews was assessed … and wherever possible, current high-

quality systematic reviews were used as the source of summary 

estimates.”43 This strategy ensured that estimates were based on 

best current evidence at the time the recommendation was issued.

Are Values and Preferences Associated With Outcomes 

Appropriately Specified?

Guideline authors noted that a systematic review of patient pref-

erences for antithrombotic treatment did not identify any stud-

ies of pregnant women. A rating exercise of different outcomes 

among experienced clinicians participating on the guideline 

suggested that 1 episode of VTE (deep venous thrombosis or 

pulmonary embolism) is more or less equivalent to 1 major extra-

cranial bleed. Panelists’ clinical experience suggested that most 

women, but not all, would choose long-term prophylaxis when 

confronted with the burden of self-injecting with LMWH for sev-

eral months, suggesting a relatively high value on preventing VTE 
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and a relatively high tolerance for self-injection. These values and 

preferences were used to develop the recommendation.

Do the Authors Indicate the Strength of  

Their Recommendations?

The recommendation was classified as “weak” using the GRADE 

approach.

Is the Evidence Supporting the Recommendation  

Easily Understood?

The recommendation was accompanied by a summary-of-

findings table (Table 17-2) that provides absolute estimates for the 

outcomes important to patients. We discuss subsequently how 

this information can help with shared decision making.

Was the Influence of Conflict of Interests Minimized?

As we described earlier, the AT9 guidelines implemented a num-

ber of the strategies to diminish the influence of conflict of interest 

on recommendations.

discussion of the evidence with patients might sometimes still 
be helpful in such circumstances—for instance, whether it may 
increase adherence to treatment—remains uncertain.

For example, the Allergic Rhinitis and its Impact on 
Asthma guideline recommended intranasal glucocorticoids 
rather than intranasal antihistamines for treatment of aller-
gic rhinitis in adults (strong recommendation).44 This recom-
mendation was based on an important reduction of symptoms  
with glucocorticoids (rhinorrhea, nasal blockage and itching) 
with no important adverse events. The effect estimates came 
from a systematic review of randomized trials with low risk 
of bias, consistent results across trials, precise effects (narrow 
CIs), and results applicable to the population. The guideline 
panel’s inference that all, or almost all, informed patients would 
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choose the glucocorticoids is eminently reasonable. Therefore, 
a detailed discussion with the patients about the benefits and 
potential harms of intranasal glucocorticoids over intranasal 
antihistamines will not be necessary.

There will always be idiosyncratic circumstances in which 
clinicians should not adhere to even strong recommendations. 
For instance, aspirin in the context of myocardial infarction 
warrants a strong recommendation, but it would be a mistake to 
administer the treatment to a patient who is allergic to aspirin. 
Such idiosyncratic situations are, fortunately, unusual.

Weak Recommendations

With careful consideration of the evidence, as well as of patient’s 
values and preferences, many recommendations are weak, even 
in clinical fields with a large body of randomized trials and sys-
tematic reviews. For instance, two-thirds of more than 600 rec-
ommendations issued in AT9 were weak.17

Because weak recommendations are typically sensitive 
to patients’ values and preferences, a shared decision-making 
approach that involves a discussion with the patient addressing 
the potential benefits and harms of the proposed course of action 
is the optimal way to ensure that decisions reflect both the best 
evidence and patients’ values and preferences (see Chapter 18,  
Decision Making and the Patient). To use weak recommenda-
tions, clinicians need to understand the underlying evidence.

For example, the American College of Physicians suggested 
the use of cholinesterase inhibitors or memantine in patients 
with dementia (weak recommendation).45 This recommenda-
tion is based on evidence from randomized trials warranting 
high confidence in a small benefit of the drugs in slowing the 
deterioration of cognition and global function. Guideline panel-
ists pointed out that, if quality of life is judged as poor—in par-
ticular, with more advanced dementia—family members may 
not view the limited slowing of dementia progression as a desir-
able goal. Moreover, the magnitude of the effect is small, and 
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there are adverse effects associated with the drugs. The panel 
then reasonably expected that informed patients (or their fami-
lies) would make different choices.

Clinical Scenario Resolution

After reviewing this guide, and specifically the information in 

Table 17-2, you decide that the recommendation is trustworthy 

and you plan to engage patients like the one presented in the 

opening scenario in shared decision making. When you meet with 

the patient, you start by discussing the benefits of LMWH during 

pregnancy vs no treatment (51 fewer cases of symptomatic VTE 

per 1000 women), followed by information about adverse effects 

(7 more maternal bleeds per 1000 women followed up during 

the pregnancy and post partum), and you mention the potential 

burden of treatment that daily injections for several months will 

represent (low confidence in effect estimates for all outcomes 

aside from the burden of injections). If the guideline panel is cor-

rect, most patients will place a higher value in lowering the risk 

of a thrombotic event and less on the uncertain small increase 

in the risk of bleeding and the certain burden of treatment. Such 

patients will choose prophylaxis. If the panel is correct, however, 

some patients will decline therapy.

Thus, shared decision making is required to ensure the patient 

understands the best evidence available and the decision is con-

sistent with the patient’s values and preference. You are not sur-

prised when the patient chooses VTE prophylaxis.
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Introduction

One of the 3 key principles of evidence-based medicine (EBM) 
is that the evidence alone is never sufficient to make a clinical 
decision (see Chapter 2, What Is Evidence-Based Medicine?). 
Clinicians require expertise in interpreting the patient dilemma 
(in its clinical, social, and economic contexts) and in identifying 
the body of evidence that bears on optimal patient treatment. 
These considerations, however, are not enough. Evidence-based 
medicine requires that clinical decisions be consistent with the 
informed values and preferences of the patient.

We use values and preferences as an overarching term that 
includes patients’ perspectives, priorities, beliefs, expectations, 
values, and goals for health and life. We also use this phrase, 
more precisely, to mean the processes that individuals use in 
considering the potential benefits, harms, costs, and inconve-
niences of the management options in relation to one another.

Consideration of patient values and preferences often 
enables clinicians to understand the patient who declines life-
saving treatment and the patient who seeks active treatment 
even when, from a clinician’s perspective, the hope of any gain 
is lost and palliation may seem a wiser path.

Differences in values and preferences also may explain 
policy decisions and practice guidelines that, despite relying on 
the same evidence, differ across settings and contexts. Patient 
values and preferences become more crucial when confidence 
in the estimates of a beneficial effect is low and when the bal-
ance is close between important benefits and similarly impor-
tant downsides.

What Approaches to Decision Making Are Available?

Box 18-1 summarizes decision-making approaches theoreti-
cally available to the clinician and patient facing an important 
decision.
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Paternalistic Approach

When clinicians offer patients minimal information about the 
options and make the decision without patient input, a style 
commonly referred to as a paternalistic or parental approach, 
they are not considering patient values and preferences. This 
does not mean that patients do not have an opportunity to 
express their wishes, but they may do so in a delayed fash-
ion and through actions. For instance, if the treatment choice  
is not consistent with their values and preferences, patients may 
not act on the decision or may abandon the plan shortly after 
the visit with the clinician. Evidence-based medicine requires 
respecting and incorporating patient values and preferences in 
the process of decision. Thus, this parental approach, in its vio-
lation of patient autonomy, is inconsistent with EBM.

BOX 18-1

Decision-Making Approaches
Minimal or no attempt to ensure decision consistent with 

patient values and preferences 

Paternalistic or parental approaches: Clinician makes mini-

mal effort to establish patient values and preferences, makes 

decision on behalf of patient

Approaches that attempt to ensure decision consistent with 

patient values and preferences

Clinician-as-perfect-agent approach: Clinician ascertains 

patient’s values and preferences, makes decision on behalf 

of patient 

Informed decision making: Clinician provides patient with the 

information; patient makes the decision 

Shared decision making: Patient and clinician both bring infor-

mation/evidence and values and preferences to the decision 
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Clinician-as-Perfect-Agent Approach

In theory, one can ensure that decisions are consistent with patient 
values and preferences without actively involving the patient in 
the decision. To do so, clinicians must assess the patient’s values 
and preferences and then place these in the context of the evi-
dence about the benefits and risks of alternative courses of action. 

Some experts consider this approach, sometimes called 
the clinician-as-perfect-agent model, impossible to implement.1 
Their position is based on the absence of effective approaches that 
would confidently yield a deep understanding of the processes 
that patients use in considering the potential benefits, harms, 
costs, and inconveniences of the options in relation to one another.

Other experts offer tools for eliciting patient values and pref-
erences, an approach that relies on what is called expected utility 
theory. Along with these tools, these experts offer models— 
decision analyses—for eliciting the numerical value (utility) that 
patients might put on a particular outcome and then integrating 
these values with a calculation of the likelihood of each important 
outcome for alternative management strategies (see Chapter 17, 
How to Use a Patient Management Recommendation: Clinical 
Practice Guidelines and Decision Analyses). These models are 
limited in that (1) psychologists have found that patients do not 
consistently make decisions compatible with the underlying 
assumptions of decision analyses,2,3 and (2) the models are dif-
ficult to use in day-to-day practice.4 Moreover, there is limited 
empirical support for the assumptions supporting these tools,5 
and decisions from these analyses may not be the ones reason-
able patients would make even after understanding the issues. 

Informed Decision-Making Approach

In a very different decision-making style, empowered patients 
may obtain all of the information pertinent to the decision, 
consider the options, and make a decision with minimal cli-
nician input. This approach, often referred to as the informed 
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decision-making style, recognizes that patients and clinicians 
have their own expertise. Patients are experts in their values and 
preferences and in their personal contexts (personal and social 
factors—such as working the night shift, lacking a caregiver 
to help with pill taking and attending laboratory testing, and 
undisclosed use of alternative medicine agents—that may affect 
their adherence to or tolerance of a treatment or that may affect 
the effectiveness of a treatment). Clinicians are experts in the 
technical aspects of the decision (ie, the evidence base inform-
ing the pros and cons of each of the options and the experience 
concerning implementation). The clinician’s role with patients 
choosing this approach is primarily to present information with 
completeness and clarity.6

Shared Decision-Making Approach

In this approach, patients and clinicians engage in a bidirec-
tional exchange. The clinician shares the evidence from clini-
cal research, and the patient shares the evidence accessible in 
the “patient space” acquired through personal experience, 
social interaction, and consultation of lay sources, technical 
references, or the Internet. The bidirectional interaction also 
includes personal information (ie, sharing the basis for values 
and preferences). Both the patient and clinician deliberate about 
the options, explicitly acknowledging the values and prefer-
ences they are using, and together arrive at an agreement about 
the best course of action. The label offered for this model is the 
shared decision-making process.6,7 

There are numerous descriptions of shared decision mak-
ing.8 One model uses the idea of clinicians having 3 types of 
“talk” with their patients: team talk, option talk, and decision 
talk.9 Box 18-2 describes the 3 types of talk, and Figure 18-1 
illustrates the suggested sequence, supporting the patients in 
gaining understanding about alternative courses of action and, 
in so doing, constructing informed preferences and, in due 
course, coming to good decisions.
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Box 18-2

Talk Model of Shared Decision Making

Team Talk

Team talk facilitates patients’ awareness that reasonable options 

exist and that the clinician will help the patient understand how 

to consider these options in more detail. Components of team 

talk include:

Stepping back. Summarize and say: “Now that we have 

identified the problem, it’s time for us as a team to think 

about what to do next.”

Offering the choices. Be aware that patients can miscon-

strue the presentation of choice and think that the clinician is 

incompetent, uninformed, or both. Reduce this risk by saying: 

“There is good information about how these treatments differ 

that I’d like to discuss with you so that we can work together 

to consider them.” 

Justifying the choices. Emphasize the importance of 

respecting individual values and preferences and the role of 

uncertainty. 

For individual values and preferences, explaining that 

different issues matter more to some people than to others 

should be easily grasped. Say: “Treatments have different 

consequences. Some will matter more to you than to other 

people.”

As for uncertainty, patients are often unaware of the extent 

of uncertainty in medicine—that evidence may be lacking 

and that individual outcomes are unpredictable at the indi-

vidual level. Say: “Treatments are not always effective, and the 

chances of experiencing adverse effects vary.”

Checking the patient’s reaction. The choice of options may 

be disconcerting, and some patients may express concern. 
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Suggested phrases to use: “Shall we go on?” “Shall I tell you 

about the options?”

Postponing closure. Some patients react by asking cli-

nicians to tell them what to do. We suggest postponing or 

deferring closure if this occurs, reassuring the patient that you 

are willing to support the process. Say: “I’m happy to share 

my views and help you get to a good decision. But before I 

do so, may I describe the options in more detail so that you 

understand what is at stake?”

Option Talk

Option talk is the act of being clear about reasonable treatment 

alternatives and helping patients compare them. Components of 

option talk include:

Checking the patient’s knowledge. Even well-informed 

patients may only be partially aware of their options and 

the associated harms and benefits, or they be misinformed. 

Check by asking, “What have you heard or read about the 

treatment of your condition?” 

Listing the options. Make a clear list of the options because 

it provides good structure. Jot them down and say: “Let me 

list the options before we get into more detail.” If appropri-

ate, include the option of watchful waiting, or use positive 

terms such as active surveillance.

Describing the options. Generate dialogue and explore 

values and preferences. Describe the options in practical 

terms. If there are 2 medical treatments, say: “Both options 

similarly involve taking medication on a regular basis.” Point 

out when there are clear differences (surgery vs medication), 

where postponement is possible, and where decisions are 

reversible. Say: “These options will have different implica-

tions for you as compared with other people, so I want to 

describe….”
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Explaining harms and benefits. Being clear about the pros 

and cons of different options is at the heart of shared deci-

sion making. Learn about effective risk communication, such 

as framing effects and the importance of providing risk data 

in absolute as well as relative terms. Try giving information in 

chunks and then checking to see whether the patient under-

stands, a process known as “chunking and checking.” 

Providing patient decision aids. These tools make options 

visible and may save time. Some are sufficiently concise to use 

in clinical encounters. Say: “These tools have been designed 

to help you understand options in more detail and help us 

make a decision together. Let’s review these together.”

Summarizing the options. List the options again and 

assess understanding by asking for reformulations. This is 

called the “teach-back” method and is a good check for 

misconceptions.

Decision Talk

Make an effort here to ask about “what matters most” to the 

patients, now that they better understand how to compare the 

alternatives. Help them form their own views, and try to work 

with patients to see how best to take the next steps—to make a 

wise and well-considered decision. Components of decision talk 

include:

Focusing on values and preferences. Guide the patient 

to form preferences. A suggested phrase: “What, from your 

point of view, matters most to you?” Help patients consider 

which aspects of the options will lead them to choose one 

option over another, according to their own priorities. 

Eliciting a preference. Be prepared with a backup plan by 

offering more time or being willing to guide patients, if they 

indicate that this is their wish.
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Moving to a decision. Try checking for the need to either 

defer a decision or make a decision. Suggested phrases: 

“Are you ready to decide?” “Do you want more time? Do you 

have more questions?” “Are there more things we should 

discuss?”

Offering review. A good point of closure is to remind the 

patient, when feasible, that decisions may be reviewed.

Some clinicians might interpret shared decision making 
as requiring clinicians to present their own values and prefer-
ences that may then influence the decision. Evidence-based 
practitioners may find this undesirable for 2 reasons. The first 
reason is philosophical: although clinicians may experience 
consequences of these choices through empathy, by experienc-
ing regret when patients experience bad outcomes, or by getting 
sued, it is patients who endure the treatments and bear the bur-
dens of the outcomes of the choices made. The second reason 
relates to how patients and clinicians have historically related to 
each other. Patients may not be willing to reveal their values and 
preferences if they seem at odds with those the clinician reveals. 
This concern is made more important by evidence, particularly 
in preventive care decisions, that patients and clinicians some-
times have values and preferences that differ, although neither 
party is aware of the differences (Box 18-3).

In contrast, one might argue that all decision-making 
approaches incorporate clinician preferences if only to the 
extent that it is clinicians who decide the range of options that 
they are willing to offer to the patient. If one takes this posi-
tion, then shared decision making has the merit of explicitly 
considering clinicians’ values and preferences rather than doing 
so implicitly. Furthermore, patients appear to be interested in 
clinicians’ preferences. Our guess is that every clinician who 
has tried to encourage patient autonomy has faced some form 
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Figure 18-1

Decision-Making Approaches and Evidence-Based Medicine

Approaches Parental
Clinician as Perfect

Agent
Shared Decision Making Informed

Direction and amount of
information flow about
options

Direction of information
flow about values and
preferences

Deliberation PatientClinician, patientClinicianClinician

Decider PatientClinician, patientClinicianClinician

Consistent with EBM
principles

No, when decision is not
purely technical and

there are options
YesYesYes

PatientClinician PatientClinician PatientClinicianPatientClinician

PatientClinicianPatientClinicianPatientClinician PatientClinician

Abbreviation: EBM, evidence-based medicine. Modified from Charles et al.7
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Box 18-3

Do Patients and Their Clinicians Share  
Similar Values and Preferences?

Devereaux et al10 used a technique called probability tradeoff to 

determine the relative strength of aversion to stroke and gastro-

intestinal bleeding in the context of anticoagulation to prevent 

stroke in 61 at-risk patients and 63 physicians who treated 

patients with atrial fibrillation. The figure in this box shows the 

maximum number of excess upper gastrointestinal tract bleed-

ing episodes per 100 patients treated to prevent 8 additional 

strokes (4 major and 4 minor) that patients and physicians found 

acceptable. The figure shows the following: (1) there is variability 

in stroke aversion among patients and among physicians; (2)  

patients were much more stroke averse than physicians;  

and (3) physicians seem more averse to adverse outcomes 

that they “cause” with their prescription (eg, bleeding) than to 

adverse outcomes that result from clinical course (eg, strokes). 

If one believes that patient preferences should guide treatment, 

these data suggest the following: if clinicians fail to incorporate 

patient values and preferences in the decision-making process, 

they will recommend against anticoagulation more often than is 

appropriate and, depending on which physician patients see, 

they will or will not get the treatment they would prefer.

of the question, “What would you do?” Finally, because shared 
decision making espouses the incorporation of patient values 
and preferences into the decision-making process, it responds 
to patients’ desires to be cared for by their clinician.

These considerations suggest that for shared decision mak-
ing to work well, the power gradient between clinicians and 
patients needs to decrease substantially. Only a minimal gradi-
ent will ensure that informed patients can confidently choose 
an option inconsistent with the clinician’s preferences; in reality, 
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many report their clinician’s opinion as the most important fac-
tor that drives their decision to undergo an invasive procedure.11 
Also, there is evidence that even well-educated patients fear 
conflict that may arise if they were to engage in decision mak-
ing and prefer an approach distinct from one their clinicians 
recommend.12 A reduced power gradient implies that clinicians 
will act according to patients’ informed values and preferences 
even when the decisions are not those they would have made for 
themselves (or that will enhance their income).

Figure 18-2 describes our current understanding of  
decision-making approaches. According to this understanding, 
clinicians can be aware of clues that patients give during the 
encounter about their values and preferences for involvement in 
a decision. All forms of participatory decision making, includ-
ing its extremes of patient and clinician participation, involve 
clinicians offering patients evidence-based information about 
the available options.

Reproduced from Devereaux et al,10 with permission from the BMJ.
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What Decision-Making Approach Should 
I Choose With This Patient?

Although surveys consistently reveal that patients are willing 
to receive information relevant to the decision at hand,13 many 
patients prefer clinicians to take decisional responsibility.14,15 
Reasons include intense emotions surrounding the decision, lack 
of understanding, impaired physical or cognitive function, lack of 
self-confidence, and the general human tendency to prefer other 
people to take responsibility. More problematic reasons, however, 
exist: patients may not participate in decision making because cli-
nicians do not communicate information in ways that are acces-
sible to the patient (ie, use of technical language that requires 
health literacy and numeracy16), they have no experience or 
expectation of participating, or they fear disappointing or anger-
ing their clinician. 

These considerations suggest that clinicians should present 
information about the options and then adapt to the decision 
approach patients prefer. Furthermore, these considerations sug-
gest the need to exercise a high degree of empathy in determining 
what approach best accommodates the patient and the need to 
remain flexible as the patient’s wishes change, which may occur 
even within the same visit and with each decision considered.

Given the variation in patients’ values and preferences 
regarding the extent to which they wish to take responsibility for 

Informed
preferences

D  E  L  I  B  E  R  A  T  I  O  N

Team
Talk

Option
Talk

Decision
Talk

Initial
preferences

Preference
construction

FIGURE 18-2

Team, Option, and Decision Talk: Shared Decision Making Made Easier
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management decisions, an empathic, flexible approach within the 
range of participatory decision-making styles offers advantages. 
The extent to which clinicians’ values and preferences enter the 
discussion and the extent to which the clinician or patient plays  
the most active role in the final decision-making process can reflect 
the patient’s preferred decision-making approach. Many clini-
cians have the impression that poorer or less educated patients, 
particularly those in low-income countries, are less inclined to 
participate in decision making. This may be so. It is also possible, 
however, that if clinicians practice optimal information sharing, 
listening, and empathy, they will find such patients capable of and 
interested in participating in making decisions about their care.

In summary, EBM practitioners seeking to incorporate 
patient values and preferences into clinical decisions should be 
able to effectively communicate to patients the nature of each 
of the options, empathically identify and enable the maximum 
extent of participation that the informed patient wants to have 
in the decision-making process, and identify and explicitly 
acknowledge when their own values and preferences are affect-
ing the process of arriving at a decision.

What Tools Can I Use in 
Making Challenging Decisions 
With This Patient?

Patient Decision Aids

To effectively communicate the nature of the options, research-
ers have devised and tested tools called patient decision aids. 
These tools are an alternative to the use of intuitive approaches 
of communicating concepts of risk and risk reduction that clini-
cians may have developed through clinical experience. Decision 
aids present, in a patient-friendly manner, descriptive and prob-
abilistic information about the disease, treatment options, and 
potential outcomes.17-19 A well-constructed decision aid is based  
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on a systematic review of the literature and produces a rigorous 
summary of the outcomes and their probabilities. Clinicians 
who doubt that the summary of probabilities is rigorous can 
review the primary studies on which those probabilities are 
based and, using the principles in the Users’ Guides to the 
Medical Literature, determine their accuracy. Furthermore, a 
well-constructed decision aid offers a tested and effective way 
of communicating information to patients who may have little 
background in quantitative decision making. Most commonly, 
decision aids use visual props, such as icon arrays, to present the 
proportion of people who experience the outcomes of impor-
tance with and without the intervention (Figure 18-3).

What influence do decision aids have on clinical practice? A 
Cochrane review identified 86 randomized trials of decision aids 
that support screening and treatment decisions.18 Compared with 
usual care, decision aids increased reported patient participation 
in decision making (relative risk, 1.4; 95% confidence interval [CI], 
1.0-2.3), improved patient knowledge (19/100 points in knowl-
edge surveys; 95% CI, 13-24), and reduced decisional conflict 
(−9.1/100; 95% CI, −12 to −6). The systematic reviewers con-
cluded that decision aids did not, however, consistently improve 
satisfaction with the decision-making process, health outcomes, or 
adherence to treatment, or reduce health care use or costs. 

Like guidelines, decision aids may be problematic when 
conflicted developers fail to present the evidence, options, and 
outcomes fairly. As in guidelines, standards are being developed 
to try and ensure that decision aids are safe for patient use and 
do not mislead patients and clinicians.20,,21 

In summary, decision aids increase patient knowledge and 
improve measures intended to reflect the quality of the decision-
making process and its outcome. The use of decision aids in rou-
tine clinical practice remains rare, and many implementation 
barriers exist.22 Simple decision aids that clinicians can integrate 
into regular patient care could improve adoption.23 Randomized 
trials have found that simple tools for use during the clini-
cal encounter can increase the extent of patient participation 
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Risk for 100 people like you who do not
medicate for heart problems

In your current situation you have 93 in 100
chance of no heart attack happening to you.

By going forward with your decision you now
have 96 in 100 chances of no heart attack
happening to you.

Risk for 100 people like you who do take
standard dose statins with aspirin

Current Risk
of having a heart attack

Future Risk
of having a heart attack

FIGURE 18-3

Sample Decision Aid Developed to Help Patients Decide Whether to Take a Statin to Reduce 
Their Coronary Risk

By permission of Mayo Foundation for Medical Education and Research. All rights reserved.
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in decision making and, in turn, affect the extent to which 
informed patients’ values determine health care decisions.24-28 
This evidence has not revealed consistent effects of using deci-
sion aids on treatment choice, adherence, clinical outcomes, or 
health care use or costs.

Should I Use More Time  
and Effort in Decision Making 
With This Patient Now?

Time as a Barrier

Should clinicians interested in practicing EBM and expect-
ing to make clinical decisions that incorporate the values and 
preferences of the informed patient use 1 or more of the above 
approaches for all decisions? The ultimate constraint of clini-
cal practice is time. Many clinicians have more to do in each 
encounter than they did in the past.29-31 Attention to the patient’s 
agenda competes with other activities that clinicians ought to 
do (eg, documentation, routine preventive care32) during visits 
that have not increased in duration to accommodate these addi-
tional activities and demands. Thus, it is not surprising that cli-
nicians frequently cite time as a key barrier to patient education 
about options and to enhanced patient participation in decision 
making.33 Box 18-4 provides some suggestions for what to do 
when time is limited.

Important vs Unimportant Decisions

Many of the decisions that patients face are not crucial. Even 
if the patient-clinician team makes the wrong choice (ie, they 
do not make the choice that would result from a full discus-
sion), the adverse consequences are minimal or at least limited. 
Rather than devoting time to these situations, busy clinicians 
may choose to focus their efforts to ensure that decisions are 



18: Decision Making  and the Patient    407

consistent with patients’ values and preferences for choices 
associated with the most important consequences.

What may be unimportant for one patient, however, may 
be critical for another. Consider a farmer with an irritating but 
benign lesion on his hand and the rapidity with which the derma-
tologist would decide to freeze the lesion after obtaining patient 
consent. Now consider how the same dermatologist would con-
sider treatment approaches for a similar skin lesion, this time in a 
woman working as a hand model. The dermatologist will have to 
engage in much more than a cursory consent procedure to care for 
this patient, who is likely to place a much greater value on avoid-
ing a visible scar than on avoiding costly cosmetic procedures  
compared with almost all other patients with the same lesion.

Straightforward vs Difficult Decisions

When the decision is straightforward (ie, there is an option 
that almost all informed patients would choose because it is 
highly effective in achieving patient-important outcomes, easy 
to administer, inexpensive, and safe), decision making can be 

Box 18-4

Solutions to the Time Problem
Make time for discussion of key decisions

Reserve special follow-up appointments for discussion

Restrict time-consuming approaches to key decisions 

Reserve time-consuming approaches for important problems 

Reserve time-consuming approaches for difficult decisions 

Get help

If possible, refer patient to colleagues with time and expertise 

for decision-making discussions

Use decision aids
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expeditious. This is the case for aspirin use in a patient in the 
emergency department who has an acute coronary syndrome. 
Under these circumstances, a single sentence explaining the 
rationale and plan can suffice.

In other situations, the benefits and downsides of an inter-
vention are more closely balanced. For instance, clinicians should 
have a discussion regarding use of low-dose aspirin for coronary 
prevention. Use of this agent is associated with bleeding, a risk 
that increases as the coronary risk increases. This downside must 
therefore be considered against the potential benefits, including 
the favorable effects of aspirin on coronary risk and colon cancer.34 

These 2 situations—a clear decision that virtually all informed 
patients would endorse vs a close call—should correspond to 
strong and weak recommendations that guideline panels offer (see 
Chapter 17, How to Use a Patient Management Recommendation:  
Clinical Practice Guidelines and Decision Analyses). If guide-
line panels function appropriately, clinicians can interpret a 
strong recommendation as “just do it” and a weak recommen-
dation as an invitation to engage patients in shared decision 
making. Sometimes, clinicians and patients need to spend more 
time making decisions that, when initially considered, appear 
straightforward. Some decisions, such as lifestyle and pharma-
cologic treatments for chronic conditions, require review—and 
reaffirmation or revision. The need for review may occur every 
time patients learn about or experience a potential adverse effect, 
renew the prescription and pay for it, or learn about an alternative 
solution. Time and resources spent exploring these decisions may 
help patients remember why they started using these interven-
tions in the first place and enhance their adherence to these treat-
ments (this was the motivation behind the decision aid about 
statin use in patients with diabetes, described in Figure 18-3).

Misinformed Participants

Clinicians may have a distorted perception of the evidence. 
Distortions can be the result of misleading marketing messages 
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that reach clinicians informally through colleagues or formally 
through industry-funded continuing medical education and 
office detailing. Misleading presentations of research findings in 
primary reports of research can distort clinicians’ understand-
ing of the evidence. Panels that develop guidelines may include 
experts whose recommendations are influenced by their con-
flicts of interest. This is particularly problematic when adherence 
to guidelines becomes linked to monetary incentives (ie, pay-for-
performance programs). Patients may perceive something amiss 
when clinicians make treatment recommendations that are too 
expensive, too invasive, or too new. Such patients, if unable to 
participate fully, may forgo these treatments after the visit, lose 
trust in the clinician, or seek attention elsewhere.

Patients also may be misinformed. Distorted evidence 
reaches patients through advertisements in traditional media, 
lay medical or health publications, social networks, and the 
Internet and through misinformed or conflicted clinicians. 
Consider the more than 75% of patients who received a coro-
nary stent for stable angina who, after receiving this treatment, 
reported their belief (contradicted by evidence warranting 
high confidence) that this treatment will reduce their risk of 
myocardial infarction and death.35 Patients convinced of what 
they see in print may feel empowered to request a prescription 
from their clinician for interventions that they do not need or 
would not want if they were adequately informed. Given time 
and skill constraints, patients who seek attention knowing what 
they want may leave clinician offices with their wishes satis-
fied, whereas clinicians are left feeling uncomfortable about the 
course of action chosen.36 

Clinicians should spend more time with information 
sources when they suspect their own understanding is limited 
or inaccurate and more time with their patients when they sus-
pect their patients have a distorted knowledge base. Strategies to 
calibrate the clinicians’ knowledge base may include the review 
of the evidence that supports claims of effectiveness and strong 
recommendations from a variety of information sources (see 
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Chapter 4, Finding Current Best Evidence) using the skills taught 
in the Users’ Guides to the Medical Literature. Strategies to cali-
brate patients’ knowledge are less clear but may include involving 
the patient in such evidence reviews. An alternative approach is, 
when they are available, to use evidence-based decision aids.

The Patient With Multiple Chronic Conditions

Straightforward decisions about adding a new prevention or 
treatment intervention can become challenging in a patient with 
a chronic condition who is overwhelmed by health care options. 
This happens most often in patients who have multiple chronic 
conditions, a situation that is becoming increasingly common at 
a younger age, particularly among the disadvantaged.37 For these 
patients, each option not only involves a set of potential benefits 
and harms inherent to that treatment but also brings an obliga-
tory set of treatment monitoring and administration tasks that 
represent an incremental burden of treatment. The new interven-
tion will have to compete for patient attention, energy, and time 
against the patient’s established treatment program. The end result 
of this competition may include optimal or inadequate adherence 
to the new treatment or discontinuation of an established therapy. 

Clinicians need to assess patients’ capacity to face treatment 
burdens. Influences on this capacity include patients’ resilience, 
literacy, physical and mental health, financial solvency, social 
capital, and level of support in their environment. Clinicians 
must consider not only the extent to which adding a new treat-
ment is consistent with patient values and preferences but also 
how feasible the resulting regimen is. Treatments may need to be 
prioritized, with discontinuation of low-value interventions. Such 
treatments impose an important burden to the patient (difficult 
to administer, expensive, disabling adverse effects) in exchange 
for limited or unclear benefits (improving a biochemical or physi-
ologic measure without a small or uncertain impact on quality 
of life or prognosis). Prioritization of the treatment program 
is another opportunity for collaborative deliberation between 
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clinician and patient. This effort, sometimes referred to as mini-
mally disruptive medicine, seeks patient goals for health while 
imposing the smallest possible treatment burden on their lives.38 

Other Solutions

Clinicians could consider delaying making a decision and ask that 
it be considered during another visit, designated for that purpose. 
This assumes that clinicians are permitted to allot this time in 
their schedule for these additional focused visits. Another option 
is to refer the patient to a specialist colleague with time and exper-
tise in shared decision making. Primary care teams may desig-
nate members of the team—physicians, nurses, pharmacists, or 
care managers—to focus on making decisions with patients with 
whom the team has developed a partnership. In some centers, 
decision coaches (often nurses or other health care professionals) 
provide detailed exploration of important decisions.39

Use a Patient Decision Aid

Patients considering important decisions may benefit from 
educational material that they can take home and review with 
family, friends, and advisers. They then can return with ques-
tions and potentially with a final decision. There are more than 
300 such patient decision aids in the Cochrane Inventory found 
at the Cochrane Decision Aid Registry (http://decisionaid.ohri 
.ca/cochinvent.php). This inventory, kept by investigators at 
the Ottawa Health Decision Centre, describes the decision aid 
and its purpose and offers contact information about each tool’s 
developer and availability. Unfortunately, almost 80% of these 
tools have not been evaluated clinically.40 

A more promising approach is to use decision aids in the 
clinical encounter. Such tools are optimally designed (often 
using user-centered approaches) for the specific context to be 
time sensitive and efficient. The number and nature of these tools 
(eg, issue cards, option grids) are now expanding as evidence 
accumulates of their effectiveness and feasible use in routine 

http://decisionaid.ohri.ca/cochinvent.php
http://decisionaid.ohri.ca/cochinvent.php
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care.24-28 This evidence suggests that simple tools for use during 
the clinical encounter add, on average, approximately 3 minutes 
to a primary care consultation (examples are available at http://
shareddecisions.mayoclinic.org and http://www.optiongrid.org).

Conclusion

Evidence-based medicine maintains that patient manage-
ment decisions should reflect both the best available evidence 
and the patients’ values and preferences (see Chapter 2, What 
Is Evidence-Based Medicine?). It follows that choices should 
be those that patients would make in collaboration with clini-
cians who ensure that both they and their patients are optimally 
informed and who respect what is most important to patients. 
Achieving that goal represents a major challenge and a fruitful 
area for clinical research. Clinicians should be aware of the dif-
ferent approaches to clinical decision making and the need to 
tailor the approach to the individual patient. They should under-
stand how evidence and preferences fit together in the decision-
making process and use the limited evidence available to find the 
approaches that are right for them and for their patients.
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GLOSSARY
Term Definition

Absolute 
Difference

The absolute difference in rates of good or 
harmful outcomes between experimental groups 
(experimental group risk [EGR]) and control 
groups (control group risk [CGR]), calculated as 
the risk in the control group minus the risk in the 
experimental group (CGR – EGR). For instance, 
if the rate of adverse events is 20% in the con-
trol group and 10% in the treatment group, the 
absolute difference is 20% − 10% = 10%. 

Absolute Risk 
(or Baseline Risk 
or Control Event 
Rate [CER])

The risk of an event (eg, if 10 of 100 patients 
have an event, the absolute risk is 10% 
expressed as a percentage and 0.10 expressed 
as a proportion).

Absolute Risk 
Increase (ARI)

The absolute difference in the risk of harmful 
outcomes between experimental groups (exper-
imental group risk [EGR]) and control groups 
(control group risk [CGR]), calculated as the 
risk of harmful outcomes in the experimental 
group minus the rate of harmful outcomes in 
the control group (EGR – CGR). Typically used 
to describe a harmful exposure or intervention 
(eg, if the rate of adverse outcomes is 20% in 
the treatment group and 10% in the control 
group, the absolute risk increase would be 10% 
expressed as a percentage and 0.10 expressed 
as a proportion). See also Absolute Risk 
Reduction; Number Needed to Harm.

Absolute Risk 
Reduction 
(ARR) (or Risk 
Difference [RD])

The absolute difference (risk difference) in risks 
of harmful outcomes between experimental 
groups (experimental group risk [EGR]) and con-
trol groups (control group risk [CGR]), calculated 
as the risk of harmful outcome in the control 
group minus the risk of harmful outcome in the 
experimental group (CGR – EGR). Typically used 
to describe a beneficial exposure or intervention

(Continued)
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Term Definition

Absolute Risk 
Reduction 
(ARR) (or Risk 
Difference [RD]) 
(Continued )

(eg, if 20% of patients in the control group have 
an adverse event, as do 10% among treated 
patients, the ARR or risk difference would be 
10% expressed as a percentage and 0.10 
expressed as a proportion).

Academic 
Detailing (or 
Educational 
Outreach Visits)

A strategy for changing clinician behavior. Use 
of a trained person who meets with health 
care professionals in their practice settings to 
provide information with the intent of chang-
ing their practice. The pharmaceutical industry 
frequently uses this strategy, to which the term 
“detailing” is applied. Academic detailing is 
such an interaction initiated by an academic 
group or institution rather than the pharmaceu-
tical industry.

Additive In genetic association studies, this describes 
any trait that increases proportionately in 
expression when comparing those with no 
copy, 1 copy, or 2 copies of that allele (ie, 
those with 1 copy of the allele show more of 
the trait than those without and, in turn, those 
with 2 copies show more of the trait than those 
with 1 copy).

Adherence (or 
Compliance)

The extent to which patients follow health care 
recommendations or the extent to which clinicians 
follow recommendations for use of diagnostic 
tests, monitoring equipment, interventional 
requirements, and other technical specifications 
that define optimal patient management.

Adjusted Analysis An adjusted analysis takes into account 
differences in prognostic factors (or baseline 
characteristics) between groups that may 
influence the outcome. For instance, when com-
paring an experimental and control intervention, 
if the experimental group is on average older, 
and thus at higher risk of an adverse outcome 
than the control group, the analysis adjusted for 
age will have a larger treatment effect than the 
unadjusted analysis. 
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Term Definition

Adjusted Indirect 
Comparison

A statistical technique that permits comparison 
between 2 interventions that have not been com-
pared directly (head-to-head) but have both been 
compared to the same third comparator. This 
method preserves the principle of randomization.

Alerting (or 
Alerting Systems) 

A strategy for changing clinician behavior. A 
type of computer decision support system that 
alerts the clinician to a circumstance that might 
require clinical action (eg, a system that high-
lights out-of-range laboratory values).

Algorithm An explicit description of an ordered sequence 
of steps with branching logic that can be applied 
under specific clinical circumstances. The logic of 
an algorithm is if a, then do x; if b, then do y; etc.

Allele In genetic association studies, this is one of 
several variants of a gene, usually referring to a 
specific site within the gene.

Allocation 
Concealment (or 
Concealment)

Randomization is concealed if the person who 
is making the decision about enrolling a patient 
is unaware of whether the next patient enrolled 
will be entered in the intervention or control 
group (using techniques such as central ran-
domization or sequentially numbered opaque 
sealed envelopes). If randomization is not con-
cealed, patients with differing prognoses may 
be differentially recruited to treatment or control 
groups. Of particular concern, patients with 
better prognoses may tend to be preferentially 
enrolled in the active treatment arm, resulting 
in exaggeration of the apparent benefit of the 
intervention (or even the false conclusion that 
the intervention is efficacious). 

α Level (or  
Type I Error)

The probability of erroneously concluding that 
there is a difference between comparison groups 
when there is in fact no difference (also called a 
type I error). Typically, investigators decide on the 
chance of a false-positive result they are willing 
to accept when they plan the sample size for a 
study (eg, investigators often set α level at .05). 
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Term Definition

Anchor Based One way to establish the interpretability of mea-
sures of patient-reported outcomes is anchor 
based (the other is distribution based). Anchor-
based methods require an independent stan-
dard, or anchor, that is itself interpretable and at 
least moderately correlated with the instrument 
being assessed. This anchor typically helps 
establish a minimum important difference of 
instruments that measure patient-reported 
outcomes.

Applicability See Generalizability.

As-Treated 
Analysis

Includes patients according to the intervention 
they received rather than the intervention to 
which they were randomized. Thus, interven-
tion group patients who received the control 
are counted in the control group, and control 
group patients who received the intervention are 
counted in the treatment group. This analysis 
is very likely to destroy the prognostic balance 
randomization achieved and provide misleading 
results.  

Audit and 
Feedback

A strategy for changing clinician behavior. 
Any written or verbal summary of clinician 
performance (eg, based on medical record 
review or observation of clinical practice) 
during a specified period. The summary may 
also include recommendations to improve 
practice.

Background 
Questions

These clinical questions are about physiology, 
pathology, epidemiology, and general man-
agement and are often asked by clinicians in 
training. The answers to background questions 
are often best found in textbooks or narrative 
review articles.

Base Case In an economic evaluation, the base case is the 
best estimates of each of the key variables that 
bear on the costs and effects of the alternative 
management strategies.
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Term Definition

Baseline 
Characteristics

Factors that describe study participants at the 
beginning of the study (eg, age, sex, disease 
severity). In comparison studies, it is important 
that these characteristics be initially similar 
between groups; if not balanced or if the 
imbalance is not statistically adjusted, these 
characteristics can cause confounding and can 
bias study results.

Baseline Risk (or 
Baseline Event 
Rate or Control 
Event Rate 
[CER])

The proportion or percentage of study partici-
pants in the control group in whom an adverse 
outcome is observed.

Bayesian 
Analysis

A statistical method that uses prior knowl-
edge combined with data. See also Bayesian 
Diagnostic Reasoning.

Bayesian 
Diagnostic 
Reasoning

The essence of Bayesian reasoning is that one 
starts with a prior probability or probability distri-
bution and incorporates new information to arrive 
at a posterior probability or probability distribu-
tion. The approach to diagnosis presented in the 
Users’ Guides to the Medical Literature assumes 
that diagnosticians are intuitive Bayesian thinkers 
and move from pretest to posttest probabilities 
as information accumulates.

Before-After 
Design (or One-
Group Pretest-
Posttest Design)

A study in which the investigators compare the 
status of a group of study participants before and 
after the implementation of an intervention. In a 
controlled before-after study, investigators iden-
tify a control population with characteristics and 
performance similar to those of the study popula-
tion. Data are collected and outcomes measured 
in both the study and control populations before 
and after the introduction of an intervention 
to the study population. Observed differences 
between groups in the postintervention period or 
in change scores (from baseline in each group) 
are assumed attributed to the intervention.

(Continued)
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Term Definition

Before-After 
Design (or One-
Group Pretest-
Posttest Design) 
(Continued)

In an uncontrolled before-after study, 
outcomes are measured before and after the 
introduction of an intervention in the same 
study setting. Observed differences in the out-
comes are assumed to be attributable to the 
intervention.

β Error (or Type II 
Error)

Otherwise known as type II error, β error is the 
probability that a study will fail to rule out a 
null hypothesis when in fact that null hypoth-
esis (typically that the treatment effect is 0; for 
instance, the relative risk is 1.0) is true. In other 
words, it is the probability of missing a true 
treatment effect. In sample-size calculations,  
β is typically set at .2 or .1.

Bias (or 
Systematic Error)

Systematic deviation from the underlying truth 
because of a feature of the design or conduct of 
a research study (eg, overestimation of a treat-
ment effect because of failure to randomize). 
Sometimes, authors label specific types of bias 
in a variety of contexts.

1. �Channeling Effect or Channeling Bias: 
Tendency of clinicians to prescribe treat-
ment according to a patient’s prognosis. 
As a result of this behavior in observational 
studies, treated patients are more or less 
likely to be high-risk patients than untreated 
patients, leading to a biased estimate of 
treatment effect.

2. �Data Completeness Bias: Using a computer 
decision support system (CDSS) to log epi-
sodes in the intervention group and using 
a manual system in the non-CDSS control 
group can create variation in the complete-
ness of data.

3. �Detection Bias (or Surveillance Bias): 
Tendency to look more carefully for an 
outcome in one of the comparison groups.

(Continued)
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Term Definition

Bias (or 
Systematic Error) 
(Continued)

4. �Differential Verification Bias: When test 
results influence the choice of the reference 
standard (eg, test-positive patients undergo 
an invasive test to establish the diagnosis, 
whereas test-negative patients undergo 
long-term follow-up without application of 
the invasive test), the assessment of test 
properties may be biased.

5. �Expectation Bias: In data collection, an 
interviewer has information that influences 
his or her expectation of finding the expo-
sure or outcome. In clinical practice, a 
clinician’s assessment may be influenced 
by previous knowledge of the presence or 
absence of a disorder.

6. �Incorporation Bias: Occurs when investiga-
tors use a reference standard that incorpo-
rates a diagnostic test that is the subject 
of investigation. The result is a bias toward 
making the test appear more powerful in 
differentiating target-positive from target-
negative patients than it actually is.

7. �Interviewer Bias: Greater probing by an 
interviewer of some participants than oth-
ers, contingent on particular features of the 
participants.

8. �Lead-Time Bias: Occurs when outcomes such 
as survival, as measured from the time of diag-
nosis, may be increased not because patients 
live longer, but because screening lengthens 
the time that they know they have disease.

9. �Length-Time Bias: Occurs when patients 
whose disease is discovered by screening may 
also appear to do better or live longer than 
people whose disease presents clinically with 
symptoms because screening tends to detect 
disease that is destined to progress slowly and 
that therefore has a good prognosis.

(Continued)
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(Continued)

10. �Observer Bias: Occurs when an observer’s 
observations differ systematically accord-
ing to participant characteristics (eg, mak-
ing systematically different observations in 
treatment and control groups).

11. �Partial Verification Bias: Occurs when 
only a selected sample of patients who 
underwent the index test is verified by the 
reference standard, and that sample is 
dependent on the results of the test. For 
example, patients with suspected coronary 
artery disease whose exercise test results 
are positive may be more likely to undergo 
coronary angiography (the reference 
standard) than those whose exercise test 
results are negative.

12. �Publication Bias: Occurs when the publica-
tion of research depends on the direction 
of the study results and whether they are 
statistically significant.

13. �Recall Bias: Occurs when patients who 
experience an adverse outcome have a dif-
ferent likelihood of recalling an exposure 
than patients who do not experience the 
adverse outcome, independent of the true 
extent of exposure.

14. �Referral Bias: Occurs when characteristics 
of patients differ between one setting (such 
as primary care) and another setting that 
includes only referred patients (such as sec-
ondary or tertiary care).

15. �Reporting Bias (or Selective Outcome 
Reporting Bias): The inclination of authors to 
differentially report research results accord-
ing to the magnitude, direction, or statistical 
significance of the results.

(Continued)
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16. �Social Desirability Bias: Occurs when partic-
ipants answer according to social norms or 
socially desirable behavior rather than what 
is actually the case (for instance, underre-
porting alcohol consumption).

17. �Spectrum Bias: Ideally, diagnostic test prop-
erties will be assessed in a population in 
which the spectrum of disease in the target-
positive patients includes all those in whom 
clinicians might be uncertain about the 
diagnosis, and the target-negative patients 
include all those with conditions easily con-
fused with the target condition. Spectrum 
bias may occur when the accuracy of a 
diagnostic test is assessed in a population 
that differs from this ideal. Examples of 
spectrum bias would include a situation in 
which a substantial proportion of the target-
positive population has advanced disease 
and target-negative participants are healthy 
or asymptomatic. Such situations typically 
occur in diagnostic case-control studies (eg, 
comparing those with advanced disease 
with healthy individuals). Such studies are 
liable to yield an overly sanguine estimate of 
the usefulness of the test.

18. Surveillance Bias. See Detection Bias.

19. �Verification Bias. See Differential Verification 
Bias. 

20. �Workup Bias. See Differential Verification Bias.

Binary Outcome 
(or Dichotomous 
Outcome)

A categorical variable that can take 1 of 2 dis-
crete values rather than an incremental value 
on a continuum (eg, pregnant or not pregnant, 
dead or alive).

Bivariable 
Regression 
Analysis

Regression when there is only 1 independent 
variable under evaluation with respect to a depen-
dent variable. See also Multivariate Regression 
Analysis (or Multivariable Regression Analysis).
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Blind (or Blinded 
or Masked)

Patients, clinicians, data collectors, outcome 
adjudicators, or data analysts unaware of which 
patients have been assigned to the experimen-
tal or control group. In the case of diagnostic 
tests, those interpreting the test results are 
unaware of the result of the reference standard 
or vice versa.

Bonferroni 
correction 

A statistical adjustment to the threshold P value 
to adjust for multiple comparisons. The usual 
threshold for statistical significance (α) is 0.05. 
To perform a Bonferroni correction, one divides 
the critical P value by the number of compari-
sons being made. For example, if 10 hypoth-
eses are being tested, the new critical P value 
would be α/10, usually 0.05/10 or 0.005. The 
Bonferroni correction represents a simple adjust-
ment but is very conservative (ie, less likely than 
other methods to give a significant result).

Boolean 
Operators 
(or Logical 
Operators)

Words used when searching electronic data-
bases. These operators are AND, OR, and NOT 
and are used to combine terms (AND/OR) or 
exclude terms (NOT) from the search strategy. 

Bootstrap 
Technique

A statistical technique for estimating param-
eters, such as standard errors and confi-
dence intervals, based on resampling from an 
observed data set with replacement from the 
original sample.

Burden The term “burden” is used in 2 ways in the 
Users’ Guides to the Medical Literature. One is 
burden of illness, which refers to the frequency 
of an illness in a population and its associated 
effect on quality of life, morbidity, mortality, 
and health care costs. Another is burden of 
treatment, which refers to the inconvenience 
of attending to the treatment’s optimal use, of 
its monitoring, the limitations in lifestyle that it 
entails, and the possibility of interactions with 
other treatments.

Burden of Illness See Burden.
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Burden of 
Treatment

See Burden.

Candidate Gene 
Study

A study that evaluates the association of specific 
genetic variants with outcomes or traits of inter-
est, selecting the variants to be tested according 
to explicit considerations (known or postulated 
biology or function, previous studies, etc).

Case-Control 
Study

A study designed to determine the association 
between an exposure and outcome in which 
patients are sampled by outcome. Those with 
the outcome (cases) are compared with those 
without the outcome (controls) with respect to 
exposure to the suspected harmful agent.

Case Series A report of a study of a collection of patients 
treated in a similar manner, without a control 
group. For example, a clinician might describe 
the characteristics of an outcome for 25 con-
secutive patients with diabetes who received 
education for prevention of foot ulcers.

Case Study In qualitative research, an exploration of a case 
defined by some boundaries or contemporary 
phenomena, usually within a real-life context. 

Categorical 
Variable

A categorical variable may be nominal or 
ordinal. Categorical variables can be defined 
according to attributes without any associated 
order (eg, medical admission, elective surgery, 
or emergency surgery); these are called nominal 
variables. A categorical variable can also be 
defined according to attributes that are ordered 
(eg, height, such as high, medium, or low); these 
are called ordinal variables.

Censoring Censoring occurs when the value of a measure-
ment or observation is only partially known. The 
problem of censored data, in which the observed 
value of some variables is partially known, is 
related to the problem of missing data. Many 
statistical methods can be used to estimate, 
impute, or otherwise model censored data.
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Chance-
Corrected 
Agreement 

The proportion of possible agreement achieved 
beyond that which one would expect by chance 
alone, often measured by the κ statistic.

Chance-
Independent 
Agreement

The proportion of possible agreement achieved 
that is independent of chance and unaffected 
by the distribution of ratings, as measured by 
the φ statistic. 

Channeling Effect 
or Channeling 
Bias

The tendency of clinicians to prescribe treatment 
according to a patient’s prognosis. As a result 
of this behavior in observational studies, treated 
patients are more or less likely to be high-risk 
patients than untreated patients, leading to a 
biased estimate of treatment effect. See also Bias.

Checklist Effect The improvement seen in medical decision 
making because of more complete and struc-
tured data collection (eg, clinicians fill out a 
detailed form, so their decisions improve).

χ2 Test A nonparametric test of statistical significance 
used to compare the distribution of categorical 
outcomes in 2 or more groups, the null hypoth-
esis of which is that the underlying distributions 
are identical.

Chromosome Self-replicating structures in the nucleus of a 
cell that carry genetic information.

Class Effect 
(or Drug Class 
Effect)

When similar effects are produced by most or all 
members of a class of drugs (eg, β-blockers or 
calcium antagonists).

Clinical Decision 
Rules (or Decision 
Rules, Clinical 
Prediction Rules, 
or Prediction 
Rules)

A guide for practice that is generated by initially 
examining, and ultimately combining, a number 
of variables to predict the likelihood of a cur-
rent diagnosis or a future event. Sometimes, if 
the likelihood is sufficiently high or low, the rule 
generates a suggested course of action.

Clinical Decision 
Support System

A strategy for changing clinician behavior. An 
information system used to integrate clinical 
and patient information and provide support 
for decision making in patient care. See also 
Computer Decision Support System.
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Clinical Practice 
Guidelines (or 
Guidelines 
or Practice 
Guidelines)

A strategy for changing clinician behavior. 
Systematically developed statements or recom-
mendations to assist clinician and patient deci-
sions about appropriate health care for specific 
clinical circumstances. 

Cluster Analysis A statistical procedure in which the unit of anal-
ysis matches the unit of randomization, which is 
something other than the patient or participant 
(eg, school, clinic). See also Cluster Assignment 
(or Cluster Randomization).

Cluster 
Assignment 
(or Cluster 
Randomization)

The assignment of groups (eg, schools, clinics) 
rather than individuals to intervention and con-
trol groups. This approach is often used when 
assignment by individuals is likely to result in 
contamination (eg, if adolescents within a school 
are assigned to receive or not receive a new sex 
education program, it is likely that they will share 
the information they learn with one another; 
instead, if the unit of assignment is schools, 
entire schools are assigned to receive or not 
receive the new sex education program). Cluster 
assignment is typically randomized, but it is pos-
sible (though not advisable) to assign clusters to 
treatment or control by other methods.

Cochrane 
Collaboration

An international network working to help health 
care practitioners, policymakers, patients, 
patient advocates, and caregivers make well-
informed decisions about health care, by 
preparing, updating, and promoting the acces-
sibility of more than 5000 Cochrane Reviews, 
published online in the Cochrane Database of 
Systematic Reviews, as part of The Cochrane 
Library. The Cochrane Collaboration also pre-
pares records of randomized clinical trials, in 
a database called CENTRAL, as part of The 
Cochrane Library.

Cochrane Q A test for heterogeneity that assumes the null 
hypothesis that all of the apparent variability 
among individual study results is due to chance.

(Continued)
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Cochrane Q 
(Continued)

Cochrane Q generates a probability, presented 
as a P value, based on a χ2 distribution, that 
between-study differences in results equal to or 
greater than those observed are likely to occur 
simply by chance. See also I2 Statistic.

Coefficient See Correlation Coefficient.

Coherence The agreement in treatment effect estimates 
between direct and indirect evidence, as in net-
work meta-analyses.

Cohort A group of persons with a common characteris-
tic or set of characteristics. Typically, the group 
is followed for a specified period to determine 
the incidence of a disorder or complications of 
an established disorder (prognosis).

Cohort Study 
(or Longitudinal 
Study or 
Prospective 
Study)

This is an investigation in which a cohort of 
individuals who do not have evidence of an 
outcome of interest but who are exposed to the 
putative cause is compared with a concurrent 
cohort of individuals who are also free of the 
outcome but not exposed to the putative cause. 
Both cohorts are then followed forward in time 
to compare the incidence of the outcome of 
interest. When used to study the effectiveness 
of an intervention, it is an investigation in which 
a cohort of individuals who receive the interven-
tion is compared with a concurrent cohort who 
does not receive the intervention, wherein both 
cohorts are followed forward to compare the 
incidence of the outcome of interest. Cohort 
studies can be conducted retrospectively in the 
sense that someone other than the investiga-
tor has followed patients, and the investigator 
obtains the database and then examines the 
association between exposure and outcome.

Cointerventions Interventions other than the intervention under 
study that affect the outcome of interest and 
that may be differentially applied to intervention 
and control groups and thus potentially bias the 
result of a study.
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Comorbidity Diseases or conditions that coexist in study par-
ticipants in addition to the index condition that 
is the subject of the study.

Compliance (or 
Adherence)

See Adherence.

Composite 
End Point (or 
Composite 
Outcome)

When investigators measure the effect of treat-
ment on an aggregate of end points of various 
levels of importance, this is a composite end 
point. Inferences from composite end points  
are strongest in the rare situations in which  
(1) the component end points are of similar patient 
importance, (2) the end points that are more 
important occur with at least similar frequency to 
those that are less important, and (3) strong bio-
logic rationale supports results that, across com-
ponent end points, reveal similar relative risks with 
sufficiently narrow confidence intervals. 

Computer 
Decision Support 
System (CDSS)

A strategy for changing clinician behavior. 
Computer-based information systems are used 
to integrate clinical and patient information and 
provide support for decision making in patient 
care. In clinical decision support systems that 
are computer based, detailed individual patient 
data are entered into a computer program and 
are sorted and matched to programs or algo-
rithms in a computerized database, resulting in 
the generation of patient-specific assessments 
or recommendations. Computer decision sup-
port systems can have the following purposes: 
alerting, reminding, critiquing, interpreting, pre-
dicting, diagnosing, and suggesting. See also 
Clinical Decision Support System.

Concealment 
(or Allocation 
Concealment)

See Allocation Concealment. 

Concepts The basic building blocks of theory.

Conceptual 
Framework

An organization of interrelated ideas or con-
cepts that provides a system of relationships 
between those ideas or concepts.
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Conditional 
Probabilities

The probability of a particular state, given 
another state (ie, the probability of A, given B).

Confidence 
Interval (CI) 

The range of values within which it is probable 
that the true value of a parameter (eg, a mean, a 
relative risk) lies.

Conflict of 
Interest

A conflict of interest exists when investiga-
tors, authors, institutions, reviewers, or editors 
have financial or nonfinancial relationships with 
other persons or organizations (such as study 
sponsors), or personal investments in research 
projects or the outcomes of projects that may 
inappropriately influence their interpretation or 
actions. Conflicts of interest can lead to biased 
design, conduct, analysis, and interpretation of 
study results as well as bias in review articles 
and opinion-based articles.

Confounder (or 
Confounding 
Variable or 
Confounding)

A factor that is associated with the outcome 
of interest and is differentially distributed in 
patients exposed and unexposed to the out-
come of interest. 

Consecutive 
Sample (or 
Sequential 
Sample)

A sample in which all potentially eligible patients 
treated throughout a period are enrolled.

Consequentialist 
(or Utilitarian)

A consequentialist or utilitarian view of distribu-
tive justice contends that, even in individual 
decision making, the clinician should take a 
broad social view, favoring actions that provide 
the greatest good to the greatest number. In this 
broader view, the effect on others of allocating 
resources to a particular patient’s care would 
bear on the decision. This is an alternative to 
the deontologic view.

Construct Validity In measurement theory, a construct is a theoret-
ically derived notion of the domain(s) we wish to 
measure. An understanding of the construct will 
lead to expectations about how an instrument 
should behave if it is valid. Construct validity 
therefore involves comparisons between the

(Continued)
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Construct Validity 
(Continued)

instrument being evaluated and other measures 
(eg, characteristics of patients or other scores) 
and the logical relationships that should exist 
between them.

Contamination Occurs when participants in either the experi-
mental or control group receive the intervention 
intended for the other arm of the study.

Content Validity The extent to which a measurement instrument 
represents all facets of a given social construct.

Continuous 
Variable (or 
Interval Data)

A variable that can theoretically take any value 
and in practice can take a large number of val-
ues with small differences between them (eg, 
height). Continuous variables are also some-
times called interval data.

Control Event 
Rate (CER) (or 
Baseline Risk or 
Baseline Event 
Rate)

See Baseline Risk.

Control Group A group that does not receive the experimental 
intervention. In many studies, the control group 
receives either usual care or a placebo.

Control Group 
Risk (CGR)

The risk of an event occurring in the control 
group of a study.

Controlled Time 
Series Design 
(or Controlled 
Interrupted Time 
Series)

Data are collected at several times both before 
and after the intervention in the interven-
tion group and at the same times in a control 
group. Data collected before the intervention 
allow the underlying trend and cyclical (sea-
sonal) effects to be estimated. Data collected 
after the intervention allow the intervention 
effect to be estimated while accounting for 
underlying secular trends. Use of a control 
group addresses the greatest threat to the 
validity of a time series design, which is the 
occurrence of another event at the same time 
as the intervention, both of which may be 
associated with the outcome.
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Convenience 
Sample

A sample of participants chosen primarily for 
their convenience to the researcher rather than 
for their salience to the research questions or 
the analysis. This is generally considered a 
scientifically inferior sampling approach to prob-
ability sampling in quantitative research or pur-
posive sampling in qualitative research.

Correlation The magnitude of the association between  
2 variables. The strength of the association is 
described by the correlation coefficient. See 
also Correlation Coefficient.

Correlation 
Coefficient

A numeric expression (eg, r2 or R2) of the mag-
nitude and direction of the association between 
2 variables, which can take values from −1.0 
(perfect negative relationship) to 0 (no relation-
ship) to 1.0 (perfect positive relationship). If the 
analysis is bivariable, the correlation coefficient 
may be indicated as r and the coefficient of deter-
mination is r2, and if the correlation coefficient is 
derived from multivariable (or multivariate) analy-
sis, the correlation coefficient may be indicated 
as R and the coefficient of determination is R2.

Cost Analysis An economic analysis in which only costs of 
various alternatives are compared. This com-
parison informs only the resource-use half of 
the decision (the other half being the expected 
outcomes).

Cost-Benefit 
Analysis

An economic analysis in which both the costs 
and the consequences (including increases in 
the length and quality of life) are expressed in 
monetary terms.

Cost-
Effectiveness 
Acceptability 
Curve

The cost-effectiveness acceptability is plotted 
on a graph that relates the maximum amount 
one is willing to pay for a particular treatment 
alternative (eg, how many dollars one is will-
ing to pay to gain 1 life-year) on the horizontal 
axis to the probability that a treatment alterna-
tive is cost-effective compared with all other 
treatment alternatives on the vertical axis. 

(Continued)
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Cost-
Effectiveness 
Acceptability 
Curve 
(Continued)

The curves are generated from uncertainty 
around the point estimates of costs and effects 
in trial-based economic evaluations or uncer-
tainty around values for variables used in deci-
sion analytic models. As one is willing to pay 
more for health outcomes, treatment alternatives 
that initially might be considered unattractive (eg, 
a high cost per life-year saved) will have a higher 
probability of becoming more cost-effective. 
Cost-effectiveness acceptability curves are a 
convenient method of presenting the effect of 
uncertainty on economic evaluation results on a 
single figure instead of through the use of numer-
ous tables and figures of sensitivity analyses.

Cost-
Effectiveness 
Analysis

An economic analysis in which the conse-
quences are expressed in natural units (eg, cost 
per life saved or cost per bleeding event averted). 
Sometimes, cost-utility analysis is classified as a 
subcategory of cost-effectiveness analysis.

Cost-
Effectiveness 
Efficiency 
Frontier

The cost and effectiveness results of each treat-
ment alternative from an economic evaluation 
can be graphed on a figure known as the cost-
effectiveness plane. The cost-effectiveness 
plane plots cost on the vertical axis (ie, positive 
infinity at the top and negative infinity at the 
bottom) and effects such as life-years on the 
horizontal axis (ie, negative infinity at the far left 
and positive infinity at the far right). One treat-
ment alternative, such as usual care, is plotted 
at the origin (ie, 0, 0), and all other treatment 
alternatives are plotted relative to the treat-
ment at the origin. Treatment alternatives are 
considered dominated if they have both higher 
costs and lower effectiveness relative to any 
other. Line segments can be drawn connecting 
the nondominated treatment alternatives, and 
the combination of line segments that join these 
nondominated treatment alternatives is referred 
to as the cost-effectiveness efficiency frontier. 
Constructed in this way, any treatment

(Continued)
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Cost-
Effectiveness 
Efficiency Frontier 
(Continued)

alternative that lies above the cost-effectiveness 
efficiency frontier is considered to be inefficient 
(dominated) by a treatment alternative or combi-
nation of alternatives on the efficiency frontier.

Cost-
Minimization 
Analysis

An economic analysis conducted in situations in 
which the consequences of the alternatives are 
identical and the only issue is their relative costs.

Cost-to-Charge 
Ratio

Where there is a systematic deviation between 
costs and charges, an economic analysis may 
adjust charges using a cost-to-charge ratio to 
approximate real costs.

Cost-Utility 
Analysis

A type of economic analysis in which the con-
sequences are expressed in terms of life-years 
adjusted by peoples’ preferences. Typically, one 
considers the incremental cost per incremental 
gain in quality-adjusted life-years (QALYs).

Cox Regression 
Model

A regression technique that allows adjustment 
for known differences in baseline characteristics 
or time-dependent characteristics between 2 
groups applied to survival data.

Credibility (or 
Trustworthiness)

In qualitative research, a term used (in prefer-
ence to quantitative terms such as “validity”) 
to reflect the extent to which readers can 
trust researchers’ empirical interpretations or 
descriptions as sound and insightful. Signs of 
credibility can be found not only in the proce-
dural descriptions of methods but also through 
an assessment of the coherence and depth of 
the findings reported. 

Credible Intervals The Bayesian analogy to confidence intervals.

Criterion 
Standard (or 
Gold Standard 
or Reference 
Standard)

A method having established or widely 
accepted accuracy for determining a diagno-
sis that provides a standard to which a new 
screening or diagnostic test can be compared. 
The method need not be a single or simple 
procedure but could include patient follow-up 
to observe the evolution of a condition or the 
consensus of an adjudication committee about 
the patient’s outcome.
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Critical Theory A qualitative research tradition focused on 
understanding the nature of power relationships 
and related constructs, often with the inten-
tion of helping to remedy systemic injustices in 
society.

Critiquing (or 
Critiquing 
System)

A strategy for changing clinician behavior. A 
decision support approach in which the com-
puter evaluates a clinician’s decision and gener-
ates an appropriateness rating or an alternative 
suggestion.

Cronbach α 
Coefficient

Cronbach α is an index of reliability, homogene-
ity, or internal consistency of items on a mea-
surement instrument. The Cronbach α increases 
with the magnitude of the interitem correlation 
and with the number of items.

Cross-Sectional 
Study

The observation of a defined population at a 
single point in time or during a specific inter-
val. Exposure and outcome are determined 
simultaneously.

Data 
Completeness 
Bias

Using a computer decision support system 
(CDSS) to log episodes in the intervention group 
and using a manual system in the non-CDSS 
control group can create variation in the com-
pleteness of data. See also Bias.

Data Dredging Searching a data set for differences among 
groups on particular outcomes, or in subgroups 
of patients, without explicit a priori hypotheses.

Decision Aid A tool that presents patients with the benefits 
and harms of alternative courses of action in a 
manner that is quantitative, comprehensive, and 
understandable.

Decision Analysis A systematic approach to decision making 
under conditions of uncertainty. It involves iden-
tifying all available alternatives and estimating 
the probabilities of potential outcomes associ-
ated with each alternative, valuing each out-
come, and, on the basis of the probabilities and 
values, arriving at a quantitative estimate of the 
relative merit of each alternative.
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Decision Rules 
(or Clinical 
Decision Rules)

See Clinical Decision Rules.

Decision Tree Most clinical decision analyses are built as deci-
sion trees; articles usually will include 1 or more 
diagrams showing the structure of the decision 
tree used for the analysis.

Degrees of 
Freedom

A technical term in a statistical analysis that has 
to do with the power of the analysis. The more 
degrees of freedom, the more powerful the anal-
ysis. The degrees of freedom typically refer to 
the number of observations in a sample minus 
the number of unknown parameters estimated 
for the model. It reflects a sort of adjusted 
sample size, with the adjustment based on 
the number of unknowns that need to be esti-
mated in a model. For example, in a 2-sample t 
test, the degrees of freedom is n1 + n2 − 1 − 1 
because there are n1 + n2 subjects altogether 
and 1 mean estimated in one group and 1 mean 
in another, giving n1 + n2 − 2.

Deontologic A deontologic approach to distributive justice 
holds that the clinician’s only responsibility 
should be to best meet the needs of the individ-
ual under his or her care. This is an alternative 
to the consequentialist or utilitarian view.

Dependent 
Variable (or 
Outcome Variable 
or Target Variable)

The target variable of interest. The variable that 
is hypothesized to depend on or be caused by 
another variable, the independent variable.

Detection Bias 
(or Surveillance 
Bias)

The tendency to look more carefully for an 
outcome in one of the comparison groups. See 
also Bias.

Determinants of 
Outcome

The factors most strongly determining whether 
a target event will occur.

Dichotomous 
Outcome (or 
Binary Outcome)

A categorical variable that can take 1 of 2 dis-
crete values rather than an incremental value 
on a continuum (eg, pregnant or not pregnant, 
dead or alive).
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Differential 
Diagnosis 
(or Active 
Alternatives)

The set of diagnoses that can plausibly explain 
a patient’s presentation.

Differential 
Verification Bias 
(or Verification 
Bias or Workup 
Bias)

When test results influence the choice of the 
reference standard (eg, test-positive patients 
undergo an invasive test to establish the diag-
nosis, whereas test-negative patients undergo 
long-term follow-up without application of the 
invasive test), the assessment of test properties 
may be biased. See also Bias.

Dimensional 
Analysis

One of several possible approaches to analysis 
in grounded theory research, in which complex 
phenomena are characterized in terms of com-
ponent parts (attributes, context, conditions, 
processes or actions, meanings).

Directness A key element to consider when grading the 
quality of evidence for a health care recom-
mendation. Evidence is direct to the extent that 
study participants, interventions, and outcome 
measures are similar to those of interest.

Direct 
Observation

See Field Observation.

Discriminant 
Analysis

A statistical technique similar to logistic regres-
sion analysis that identifies variables that are 
associated with the presence or absence of a 
particular categorical (nominal) outcome. 

Disease-Specific 
Health-Related 
Quality of Life

See Health-Related Quality of Life.

Distribution 
Based

One way to establish the interpretability of 
measures of patient-reported outcomes is 
distribution based (the other is anchor based). 
Distribution-based methods interpret results in 
terms of the relation between the magnitude of 
observed effect and some measure of variability 
in instrument scores. The magnitude of effect 
may be the difference in patients’ scores

(Continued)
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Distribution 
Based 
(Continued)

before and after treatment or the difference in 
end point scores. As a measure of variability, 
investigators may choose between-patient 
variability (eg, the SD of scores measured in 
patients at baseline) or within-patient variability 
(eg, the SD of change in scores that patients 
experienced during a study).

Document 
Analysis

In qualitative research, this is 1 of 3 basic data 
collection methods. It involves the interpretive 
review of written material.

Dominant In genetic association studies, this describes 
any trait that is expressed in a heterozygote (ie, 
one copy of that allele is sufficient to manifest 
its effect).

Dominate In economic evaluation, if the intervention of 
interest is both more effective and less costly 
than the control strategy, it is said to dominate 
the alternative.

Dose-Response 
Gradient (or Dose 
Dependence)

Exists when the risk of an outcome changes in 
the anticipated direction as the quantity or the 
duration of exposure to the putative harmful or 
beneficial agent increases.

Downstream 
Costs

Costs of resources consumed in the future and 
associated with clinical events in the future that 
are attributable to the intervention.

Drug Class 
Effects (or Class 
Effects)

See Class Effects.

Ecologic Study Ecologic studies examine relationships between 
groups of individuals with exposure to a puta-
tive risk factor and an outcome. Exposures are 
measured at the population, community, or 
group level rather than at the individual level. 
Ecologic studies can provide information about 
an association; however, they are prone to bias: 
the ecologic fallacy. The ecologic fallacy holds 
that relationships observed for groups

(Continued)
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Ecologic Study 
(Continued)

necessarily hold for individuals (eg, if countries 
with more dietary fat have higher rates of breast 
cancer, then women who eat fatty foods must 
be more likely to get breast cancer). These infer-
ences may be correct but are only weakly sup-
ported by the aggregate data.

Economic 
Analysis (or 
Economic 
Evaluation)

A set of formal, quantitative methods used to 
compare 2 or more treatments, programs, or 
strategies with respect to their resource use and 
their expected outcomes. 

Educational 
Meetings (or 
Interactive 
Workshops)

A strategy for changing clinician behavior. 
Participation of professionals in workshops that 
include interaction and discussion.

Educational 
Outreach Visits 
(or Academic 
Detailing)

See Academic Detailing.

Effect Size The difference in outcomes between the inter-
vention and control groups divided by some 
measure of variability, typically the standard 
deviation.

Efficacy Analysis 
(Effectiveness 
Analysis)

This analysis includes the subset of patients in 
the trial who received the intervention of inter-
est, regardless of initial randomization, and 
who do not have missing data for any reason. 
This approach is ill-named in that it does not 
tell one about either efficacy or effective-
ness because it compromises the prognostic 
balance that randomization achieves and is 
therefore likely to provide a biased estimate of 
treatment effect.

Efficiency Technical efficiency is the relationship between 
inputs (costs) and outputs (in health, quality-
adjusted life-years [QALYs]). Interventions that 
provide more QALYs for the same or fewer 
resources are more efficient. Technical effi-
ciency is assessed using cost minimization, 

(Continued)
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cost-effectiveness, and cost-utility analysis. 
Allocative efficiency recognizes that health is 
not the only goal that society wishes to pursue, 
so competing goals must be weighted and then 
related to costs. This is typically done through 
cost-benefit analysis.

Efficiency 
Frontier

When the cost and effectiveness results of an 
economic evaluation are graphed on a cost-
effectiveness plane along with incremental  
cost-effectiveness ratios, the resultant line  
segments are referred to as the efficiency  
frontier. Any strategy that has a base-case  
cost-effectiveness that is above the efficiency 
frontier would be considered dominated.

End Point An event or outcome that leads to completion 
or termination of follow-up of an individual in a 
study (eg, death or major morbidity).

Equivalence 
Study (or 
Equivalence Trial)

Trials that estimate treatment effects that 
exclude any patient-important superiority of 
interventions under evaluation are equivalence 
trials. Equivalence trials require a priori defini-
tion of the smallest difference in outcomes 
between these interventions that patients 
would consider large enough to justify a prefer-
ence for the superior. The confidence interval 
for the estimated treatment effect at the end 
of the trial should exclude that difference for 
the authors to claim equivalence. Equivalence 
trials are helpful when investigators want to 
see whether a cheaper, safer, or simpler (or, 
increasingly often, better method to generate 
income for the sponsor) intervention is neither 
better nor worse (in terms of efficacy) than a 
current intervention.

Ethnography (or 
Ethnographic 
Study)

In qualitative research, an approach to inquiry 
that focuses on the culture or subculture of a 
group of people to try to understand the world 
view of those under study.



Glossary    443

Term Definition

Evidence A broad definition of evidence is any empirical 
observation, whether systematically collected or 
not. The unsystematic observations of the indi-
vidual clinician constitute one source of evidence. 
Physiologic experiments constitute another source. 
Clinical research evidence refers to systematic 
observation of clinical events and is the focus of 
the Users’ Guides to the Medical Literature.

Evidence-Based 
Experts

Clinicians, who can, in a sophisticated manner, 
independently find, appraise, and judiciously 
apply the best evidence to patient care.

Evidence-Based 
Health Care 
(EBHC)

The conscientious, explicit, and judicious use 
of current best evidence in making decisions 
about the care of individual patients. Evidence-
based clinical practice requires integration of 
individual clinical expertise and patient prefer-
ences with the best available external clinical 
evidence from systematic research and consid-
eration of available resources. 

Evidence-Based 
Medicine (EBM)

Evidence-based medicine can be consid-
ered a subcategory of evidence-based health 
care, which also includes other branches of 
health care practice, such as evidence-based 
nursing or evidence-based physiotherapy. 
Subcategories of EBM include evidence-based 
surgery and evidence-based cardiology. See 
also Evidence-Based Health Care.

Evidence-Based 
Policy Making

Policy making is evidence based when practice 
policies (eg, use of resources by clinicians), 
service policies (eg, resource allocation, pattern 
of services), and governance policies (eg, orga-
nizational and financial structures) are based on 
research evidence of benefit or cost benefit.

Evidence-Based 
Practice (EBP)

Evidence-based practice is clinical practice in 
which patient management decisions are con-
sistent with the principles of evidence-based 
health care. This means that decisions will be, 
first of all, consistent with the best evidence 

(Continued)
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Evidence-Based 
Practice (EBP) 
(Continued)

about the benefits and downsides of the alter-
native management strategies. Second, deci-
sions will be consistent with the values and 
preferences of the individual patient.

Evidence-Based 
Practitioners

Clinicians who can differentiate evidence-based 
summaries and recommendations from those 
that are not evidence-based and understand 
results sufficiently well to apply them judiciously 
in clinical care, ensuring decisions are consis-
tent with patients’ values and preferences.

Evidence Profile An evidence profile is a tabular or list summary of 
a body of evidence addressing a structured clinical 
question of alternative management strategies. It 
includes, at minimum, the number of studies 
and patients, the study design(s), the reasons for 
increasing or decreasing confidence ratings in 
estimates, and measures of relative and absolute 
effect. The evidence profile is an expanded version 
of the summary-of-findings table.

Evidentialism A theory of knowledge that holds that the justifi-
cation or reason of a belief is determined by the 
quality of the believer’s evidence for the belief.

Exclusion Criteria The characteristics that render potential par-
ticipants ineligible to participate in a study or 
that render studies ineligible for inclusion in a 
systematic review.

Expectation Bias In data collection, an interviewer has information 
that influences his or her expectation of finding 
the exposure or outcome. In clinical practice, 
a clinician’s assessment may be influenced by 
previous knowledge of the presence or absence 
of a disorder. See also Bias.

Experimental 
Therapy (or 
Experimental 
Treatment or 
Experimental 
Intervention)

A therapeutic alternative to standard or control 
therapy, which is often a new intervention or dif-
ferent dose of a standard drug.
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Exposure A condition to which patients are exposed 
(either a potentially harmful intervention or a 
potentially beneficial one) that may affect their 
health.

Face Validity The extent to which a measurement instru-
ment appears to measure what it is intended to 
measure.

Fail-Safe N The minimum number of undetected studies 
with negative results that would be needed to 
change the conclusions of a meta-analysis. A 
small fail-safe N suggests that the conclusion of 
the meta-analysis may be susceptible to publi-
cation bias.

False Negative Those who have the target disorder, but the test 
incorrectly identifies them as not having it.

False Positive Those who do not have the target disorder,  
but the test incorrectly identifies them as  
having it.

Federated 
Search Engine

A federated search engine searches several 
online information sources simultaneously and 
is especially useful when there is no single  
comprehensive, current, rigorous resource, as 
is currently the case for evidence-based health 
care. Examples of evidence-based federated 
search engines include ACCESSSS (http://plus 
.mcmaster.ca/accessss) and Trip (http://www 
.tripdatabase.com).

Feedback Effect The improvement seen in medical decision 
making because of performance evaluation and 
feedback.

Feeling 
Thermometer

A feeling thermometer is a visual analog scale 
presented as a thermometer, typically with 
markings from 0 to 100, with 0 representing 
death and 100 full health. Respondents use 
the thermometer to indicate their utility rating 
of their health state or of a hypothetical health 
state.

http://plus.mcmaster.ca/accessss
http://plus.mcmaster.ca/accessss
http://www.tripdatabase.com
http://www.tripdatabase.com


446    Glossary

Term Definition

Field Observation In qualitative research, this is 1 of 3 basic 
data collection methods. It involves investiga-
tors witnessing and recording events as they 
occur. There are 3 approaches to field obser-
vation. With direct observation, investigators 
record detailed field notes from the milieu 
they are studying. In nonparticipant observa-
tion, the researcher participates relatively 
little in the interactions he or she is studying. 
In participant observation, the researcher 
assumes a role in the social setting beyond 
that of a researcher (eg, clinician, committee 
member). 

Fixed-Effects 
Model

A model to generate a summary estimate of 
the magnitude of effect in a meta-analysis 
that restricts inferences to the set of studies 
included in the meta-analysis and assumes that 
a single true value underlies all of the primary 
study results. The assumption is that if all stud-
ies were infinitely large, they would yield identi-
cal estimates of effect; thus, observed estimates 
of effect differ from one another only because 
of random error. This model takes only within-
study variation into account and not between-
study variation.

Focus Group See Interview. 

Follow-up 
(or Complete 
Follow-up)

The extent to which investigators are aware of 
the outcome in every patient who participated in 
a study. If follow-up is complete, the outcome is 
known for all study participants.

Foreground 
Questions

These clinical questions are more commonly 
asked by seasoned clinicians. They are ques-
tions asked when browsing the literature 
(eg, what important new information should 
I know to optimally treat my patients?) or 
when problem solving (eg, defining specific 
questions raised in caring for patients and 
then consulting the literature to resolve these 
problems). 
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Forest Plot A forest plot is a graphic display that illustrates 
the magnitude of effect of an intervention vs a 
control in several studies. It provides a visual 
representation of the best estimate of effect and 
the range of plausible truth (confidence inter-
val) for each study and for the pooled estimate 
combining all studies. A vertical line represents 
no effect. The area of each square or dot (typi-
cally representing individual studies) or diamond 
(typically representing the pooled estimates) is 
sometimes proportional to the study’s weight in 
the meta-analysis.

Frequentist 
Analysis

A statistical approach that places the emphasis 
on available data (conventional approach to sta-
tistical analysis, contrast with Bayesian).

Funnel Plot A graphic technique for assessing the possibility 
of publication bias in a systematic review. The 
effect measure is typically plotted on the hori-
zontal axis and a measure of the random error 
associated with each study on the vertical axis. 
In the absence of publication bias, because of 
sampling variability, the graph should have the 
shape of a funnel. If there is bias against the 
publication of null results or results revealing an 
adverse effect of the intervention, one quadrant 
of the funnel plot will be partially or completely 
missing.

Generalizability 
(or Applicability)

The degree to which the results of a study can 
be generalized to settings or samples other than 
the ones studied.

Generic Health-
Related Quality 
of Life

See Health-Related Quality of Life.

Genetic 
Association 
Study

A study that attempts to identify and character-
ize genomic variants underlying the susceptibil-
ity to multifactorial disease.

Genome The entire collection of genetic information (or 
genes) that an organism possesses.
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Genome-wide 
Association 
Study (GWAS)

A study that evaluates the association of 
genetic variation with outcomes or traits of 
interest by using 100 000 to 1 000 000 or more 
markers across the genome.

Genotype The genetic constitution of an individual, either 
overall or at a specific gene.

Geometry of a 
Network

A graphic representation of the distribution of 
treatments and their comparisons across a 
network.

Gold Standard 
(or Reference 
Standard 
or Criterion 
Standard)

See Criterion Standard.

GRADE (Grading 
of Recom
mendations 
Assessment, 
Development and 
Evaluation)

The Grading of Recommendations Assessment, 
Development and Evaluation (GRADE) 
approach is a system for rating the quality of 
evidence and strength of recommendations 
that is explicit, comprehensive, and increasingly 
adopted by guideline organizations. The system 
classifies the confidence in estimates of effect 
into 1 of 4 levels (high, moderate, low, or very 
low). Recommendations are graded as strong 
or weak.

Grounded Theory In qualitative research, an approach to col-
lecting and analyzing data with the aim of 
developing a theory grounded in real-world 
observations.

Haplotype Alleles that tend to occur together on the same 
chromosome because of single-nucleotide 
polymorphisms being in proximity and therefore 
inherited together.

Harm Adverse consequences of exposure to an 
intervention.

Hawthorne Effect The tendency for human performance to 
improve when participants are aware that their 
behavior is being observed.
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Hazard Ratio 
(HR)

The weighted relative risk of an outcome  
(eg, death) during the entire study period; often 
reported in the context of survival analysis.

Health Costs 
(or Health Care 
Costs)

Health care resources that are consumed. 
These reflect the inability to use the same 
resources for other worthwhile purposes (oppor-
tunity costs).

Health Outcomes All possible changes in health status that may 
occur for a defined population or that may be 
associated with exposure to an intervention. 
These include changes in the length and quality 
of life, major morbid events, and mortality.

Health Profile A type of data collection tool, intended for use 
in the entire population (including the healthy, 
the very sick, and patients with any sort of 
health problem), that attempts to measure all 
important aspects of health-related quality of 
life (HRQL).

Health-Related 
Quality of Life 
(HRQL)

1. �Health-Related Quality of Life (HRQL): 
Measurements of how people are feeling or the 
value they place on their health state. Such mea-
surements can be disease specific or generic.

2. �Disease-Specific Health-Related Quality of 
Life: Disease-specific HRQL measures evalu-
ate the full range of patients’ problems and 
experiences relevant to a specific condition 
or disease.

3. �Generic Health-Related Quality of Life: 
Generic HRQL measures contain items that 
cover all relevant areas of HRQL. They are 
designed for administration to people with 
any kind of underlying health problem (or 
no problem at all). Generic HRQL measures 
allow comparisons across diseases or 
conditions.

Health State The health condition of an individual or group 
during a specified interval (commonly assessed 
at a particular point).
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Heterogeneity Differences among individual studies included in 
a systematic review, typically referring to study 
results; the term can also be applied to other 
study characteristics.

Heterozygous An individual is heterozygous at a gene location 
if he or she has 2 different alleles (one on the 
maternal chromosome and one on the paternal) 
at that location.

Hierarchic 
Regression

Hierarchic regression examines the relation 
between independent variables or predictor 
variables (eg, age, sex, disease severity) and a 
dependent variable (or outcome variable) (eg, 
death, exercise capacity). Hierarchic regression 
differs from standard regression in that one pre-
dictor is a subcategory of another predictor. The 
lower-level predictor is nested within the higher-
level predictor. For instance, in a regression pre-
dicting likelihood of withdrawal of life support 
in intensive care units (ICUs) participating in an 
international study, city is nested within country 
and ICU is nested within city.

Hierarchy of 
Evidence

A system of classifying and organizing types of 
evidence, typically for questions of treatment and 
prevention. Clinicians should look for the evi-
dence from the highest position in the hierarchy. 

Historiography A qualitative research method concerned 
with understanding both historical events and 
approaches to the writing of historical narratives.

Homogeneity The inverse of heterogeneity.

Homozygous An individual is homozygous at a gene location if 
he or she has 2 identical alleles at that location.

I2 Statistic The I2 statistic is a test of heterogeneity. I2 can 
be calculated from Cochrane Q according to the 
formula: I2 = 100% × (Cochrane Q − degrees 
of freedom). Any negative values of I2 are con-
sidered equal to 0, so that the range of I2 values 
is 0% to 100%, indicating no heterogeneity to 
high heterogeneity, respectively.
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Imprecision In rating the quality of evidence, GRADE 
(Grading of Recommendations Assessment, 
Development and Evaluation) suggests that 
examination of 95% confidence intervals (CIs) 
provides the optimal primary approach to deci-
sions regarding imprecision. Decreasing the rat-
ing in the quality of evidence (ie, confidence in 
estimates of effect) is required if clinical action 
would differ if the upper vs the lower boundary 
of the CI represented the truth. An exception 
to this rule occurs when an effect is large, and 
consideration of CIs alone suggests a robust 
effect, but the total sample size is not large 
and the number of events is small. Under these 
circumstances, one should consider rating the 
quality of evidence down for imprecision.

Incidence The number of new cases of disease that 
occur during a specified period, expressed as 
a proportion of the number of people at risk 
during that time.

Inclusion Criteria The characteristics that define the population 
eligible for a study or that define the studies 
that will be eligible for inclusion in a systematic 
review.

Incoherence The disagreement in treatment effect estimates 
between direct and indirect evidence, as in net-
work meta-analyses.

Inconsistency In the GRADE (Grading of Recommendations 
Assessment, Development and Evaluation) sys-
tem of recommendations, a body of evidence is 
not rated up in quality for consistency but may 
be rated down in quality if inconsistent. Criteria 
for evaluating consistency include similarity of 
point estimates, extent of overlap of confidence 
intervals, and statistical criteria, including tests 
of heterogeneity and I2. To explore heterogene-
ity, a small number of a priori subgroups may be 
examined related to the population, intervention, 
outcomes, and risk of bias.
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Incorporation 
Bias

Occurs when investigators use a reference stan-
dard that incorporates a diagnostic test that is 
the subject of investigation. The result is a bias 
toward making the test appear more powerful in 
differentiating target-positive from target-negative 
patients than it actually is. See also Bias.

Incremental 
Cost-
Effectiveness 
Ratio

The price at which additional units of benefit 
can be obtained.

Independent 
Association

When a variable is associated with an outcome 
after adjusting for multiple other potential prog-
nostic factors (often after regression analysis), 
the association is an independent association.

Independent 
Variable

The variable that is believed to cause, influence, or 
at least be associated with the dependent variable.

Indicator 
Condition

A clinical situation (eg, disease, symptom, 
injury, or health state) that occurs reason-
ably frequently and for which there is sound 
evidence that high-quality care is beneficial. 
Indicator conditions can be used to evaluate 
quality of care by comparing the care provided 
(as assessed through medical record review or 
observation) to that which is recommended.

Indirect Costs 
and Benefits

The effect of alternative patient management 
strategies on the productivity of the patient and 
others involved in the patient’s care.

Indirect Evidence Evidence bearing on the relative effect of 
treatments that that have not been compared 
directly against each other but have a common 
comparator. Indirect evidence may be evaluated 
using accepted statistical approaches, includ-
ing adjusted indirect comparisons and network 
meta-analyses.

Indirectness In rating confidence in estimates of effect 
(quality of evidence), the GRADE (Grading of 
Recommendations Assessment, Development

(Continued)
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Indirectness 
(Continued)

and Evaluation) approach suggests examining 
directness. Directness in GRADE has 2 elements. 
The first is the extent to which the research evi-
dence is about the patients and interventions 
of interest and measuring outcomes important 
to patients. Rating down the confidence in esti-
mates is required if evidence is sufficiently indi-
rect, which occurs in 4 ways: (1) if patients differ 
from those of interest, (2) if interventions differ 
from those of interest, (3) if outcomes differ from 
those of interest to patients (eg, surrogate out-
comes), and (4) if interventions have not been 
tested in head-to-head comparisons and, as a 
result, indirect comparisons are required.

Individual 
Patient Data 
Meta-analysis

A meta-analysis in which individual patient data 
from each primary study are used to create 
pooled estimates. Such an approach can facili-
tate more accurate intention-to-treat analyses 
and informed subgroup analyses.

Informational 
Redundancy

In qualitative research, the point in the analysis 
at which new data fail to generate new themes 
and new information becomes redundant. This 
is considered an appropriate stopping point 
for data collection in most methods and an 
appropriate stopping point for analysis in some 
methods.

Informed 
Consent

A participant’s expression (verbal or written) 
of willingness, after full disclosure of the risks, 
benefits, and other implications, to participate 
in a study.

Intention-to-
Treat Analysis, 
Intention-to-Treat 
Principle

Authorities differ on the definition of an inten-
tion-to-treat analysis. All agree that it means 
that patients for whom data are available are 
analyzed in the groups to which they are ran-
domized irrespective of what treatment they 
received. How one handles those patients for 
whom data are not available (loss to follow-up) 
in an intention-to-treat analysis is controversial. 

(Continued)
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Intention-to-
Treat Analysis, 
Intention-to-
Treat Principle 
(Continued)

The authors of the Users’ Guides to the Medical 
Literature believe that the term “intention-to-
treat” should be restricted to patients with 
follow-up data. Thus, how one handles those 
patients lost to follow-up should be an issue 
separate from intention-to-treat.

Internal Validity Whether a study provides valid results depends 
on whether it was designed and conducted well 
enough that the study findings accurately repre-
sent the direction and magnitude of the under-
lying true effect (ie, studies that have higher 
internal validity have a lower likelihood of bias/
systematic error).

Interrater 
Reliability

The extent to which 2 or more raters are able to 
consistently differentiate subjects with higher 
and lower values on an underlying trait (typically 
measured with an intraclass correlation).

Interrupted Time 
Series Design 
(or Time Series 
Design)

See Time Series Design.

Interval Data 
(or Continuous 
Variable)

See Continuous Variable.

Intervention 
Effect (or 
Treatment Effect)

See Treatment Effect.

Interview In qualitative research, this is 1 of 3 basic data 
collection methods. It involves an interviewer 
asking questions to engage participants in dia-
logue to allow interpretation of experiences and 
events in the participants’ own terms. The 2 most 
common interviews are interviews of individuals 
or focus groups, which are group interviews in 
which a researcher facilitates discussion among 
multiple participants. Statements and interac-
tions are then used as data. In quantitative 
research, an interview is a method of collecting 
data in which an interviewer obtains information 
from a participant through conversation.
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Interviewer Bias Greater probing by an interviewer of some par-
ticipants than others, contingent on particular 
features of the participants. See also Bias.

Intraclass 
Correlation 
Coefficient

This is a measure of reproducibility that com-
pares variance between patients to the total 
variance, including both between-patient and 
within-patient variance.

Intrarater 
Reliability

The extent to which a rater is able to consis-
tently differentiate participants with higher and 
lower values of an underlying trait on repeated 
ratings over time (typically measured with an 
intraclass correlation).

Inverse Rule 
of 3s

A rough rule of thumb that tells us the follow-
ing: If an event occurs, on average, once every 
x days, we need to observe 3x days to be 95% 
confident of observing at least 1 event.

Investigator 
Triangulation

See Triangulation. 

Isoform Variant in the amino acid sequence of a protein.

Jackknife 
Technique 
(or Jackknife 
Dispersion Test)

A statistical technique for estimating the vari-
ance and bias of an estimator. It is applied to 
a predictive model that is derived from a study 
sample to determine whether the model fits dif-
ferent subsamples from the model equally well.

Judgmental 
Sampling (or 
Purposive 
Sampling or 
Purposeful 
Sampling)

See Purposive Sampling. 

Kaplan-Meier 
Curve (or Survival 
Curve)

A graphical plot of the Kaplan-Meier statistical 
estimate of survival in a survival analysis. See 
also Survival Curve and Survival Analysis.

κ Statistic (or 
Weighted κ or κ 
Value)

A measure of the extent to which observers 
achieve agreement beyond the level expected 
to occur by chance alone. The value ranges 
from 0 to 100, with 0 indicating no agreement 
and typically values greater than 75 indicating 
excellent agreement.
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Law of 
Multiplicative 
Probabilities

The law of multiplicative probabilities for inde-
pendent events (where one event in no way influ-
ences the other) tells us that the probability of  
10 consecutive heads in 10 coin flips can be found 
by multiplying the probability of a single head (1/2) 
10 times over; that is, 1/2, 1/2, 1/2, and so on.

Leading 
Hypothesis 
(or Working 
Diagnosis)

See Working Diagnosis.

Lead Time Bias Occurs when outcomes such as survival, as 
measured from the time of diagnosis, may be 
increased not because patients live longer but 
because screening lengthens the time that they 
know they have disease. See also Bias.

Length Time Bias Occurs when patients whose disease is discov-
ered by screening also may appear to do better 
or live longer than people whose disease pres-
ents clinically with symptoms because screen-
ing tends to detect disease that is destined to 
progress slowly and that therefore has a good 
prognosis. See also Bias.

Levels of 
Evidence

A hierarchy of research evidence to inform prac-
tice, usually ranging from strongest to weakest.

Likelihood Ratio 
(LR)

For a screening or diagnostic test (including clini-
cal signs or symptoms), the likelihood ratio (LR) 
expresses the relative likelihood that a given test 
result would be expected in a patient with, as 
opposed to one without, a disorder of interest. 
An LR of 1 means that the posttest probability is 
identical to the pretest probability. As LRs increase 
above 1, the posttest probability progressively 
increases in relation to the pretest probability. As 
LRs decrease below 1, the posttest probability 
progressively decreases in relation to the pretest 
probability. An LR is calculated as the propor-
tion of target positive with a particular test result 
(which, with a single cut point, would be either a 
positive or negative result) divided by the propor-
tion of target negative with the same test result.
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Likert Scales Scales, typically with 3 to 9 possible values, that 
include extremes of attitudes or feelings (such 
as from totally disagree to totally agree) that 
respondents mark to indicate their rating.

Linear 
Regression

The term used for a regression analysis when 
the dependent variable or target variable is 
a continuous variable and the relationship 
between the dependent variable and indepen-
dent variable is thought to be linear.

Linkage The tendency of genes or other DNA sequences 
at specific loci to be inherited together as a 
consequence of their physical proximity on a 
single chromosome.

Linkage 
Disequilibrium

A measure of association between alleles at dif-
ferent loci.

Local Consensus 
Process

A strategy for changing clinician behavior. 
Inclusion of participating clinicians in discus-
sions to create agreement with a suggested 
approach to change clinician practice.

Local Opinion 
Leaders (or 
Opinion Leaders)

A strategy for changing clinician behavior. These 
persons are clinician peers who are recognized 
by their colleagues as model caregivers or who 
are viewed as having particular content expertise.

Locus The site(s) on a chromosome at which the gene 
for a particular trait is located or on a gene at 
which a particular single-nucleotide polymor-
phism is located.

Logical 
Operators 
(or Boolean 
Operators)

See Boolean Operators.

Logistic 
Regression

A regression analysis in which the dependent 
variable is binary. 

Longitudinal 
Study (or 
Cohort Study 
or Prospective 
Study)

See Cohort Study.
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Lost to Follow-up Patients whose status on the outcome or end 
point of interest is unknown.

Markov Model 
(or Multistate 
Transition Model)

Markov models are tools used in decision 
analyses. Named after a 19th-century Russian 
mathematician, Markov models are the basis 
of software programs that model what might 
happen to a cohort of patients during a series of 
cycles (eg, periods of 1 year). The model allows 
for the possibility that patients might move from 
one health state to another. For instance, one 
patient may have a mild stroke in one 3-month 
cycle, continue with minimal functional limitation 
for a number of cycles, have a gastrointestinal 
bleeding episode in a subsequent cycle, and 
finally experience a major stroke. Ideally, data 
from randomized trials will determine the prob-
ability of moving from one state to another dur-
ing any cycle under competing management 
options. 

Masked (or Blind 
or Blinded)

See Blind.

Matching A deliberate process to make the intervention 
group and comparison group comparable with 
respect to factors (or confounders) that are 
extraneous to the purpose of the investigation 
but that might interfere with the interpretation  
of the study’s findings. For example, in case- 
control studies, individual cases may be 
matched with controls on the basis of compa-
rable age, sex, or other clinical features.

Median Survival The length of time that half the study population 
survives.

Medical Subject 
Headings (MeSH) 

The National Library of Medicine’s controlled 
vocabulary used for indexing articles for 
MEDLINE/PubMed. Medical Subject Headings 
(MeSH) terms provide a consistent way to 
retrieve information that may use different terms 
for the same concepts.
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Member 
Checking

In qualitative research, this involves shar-
ing draft findings with the participants to get 
feedback on whether the findings make sense 
to them, whether researchers interpreted their 
viewpoints faithfully, or whether they perceive 
errors of fact. Note that any discrepancies 
would not necessarily indicate that the research 
is biased or in error but rather that the next 
stage of empirical analysis should interpret and 
account for the discrepancies.

Messenger RNA An RNA-containing single-strand copy of a gene 
that migrates out of the cell nucleus to the ribo-
some, where it is translated into a protein.

Meta-analysis A statistical technique for quantitatively combin-
ing the results of multiple studies that measure 
the same outcome into a single pooled or sum-
mary estimate.

Meta-regression 
Analysis

A regression in which the dependent variable is 
the magnitude of treatment effect in individual 
studies and the independent variable is study 
characteristics. Meta-regression is used to deter-
mine whether study characteristics can explain 
differences in magnitude of treatment effect 
across studies. Meta-regression techniques can 
be used to explore whether patient character-
istics (eg, younger or older patients) or design 
characteristics (eg, studies of low or high quality) 
are related to the size of the treatment effect.

Meta-synthesis A procedure for combining qualitative research 
on a specific topic in which researchers com-
pare and analyze the texts of individual studies 
and develop new interpretations.

Minimal 
Important 
Difference

The smallest difference in a patient-important 
outcome that patients perceive as beneficial 
and that would mandate, in the absence of 
troublesome adverse effects and excessive 
cost, a change in the patient’s health care 
management.
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Minimally 
Disruptive 
Medicine

Medicine practiced to minimize the burden of 
treatment or intervention on the patient’s life.

Mixed-Methods 
Study

A study that combines data collection 
approaches, sometimes both qualitative and 
quantitative, into the study methods and is 
commonly used in the study of service delivery 
and organization. Some mixed-methods studies 
combine study designs (eg, investigators may 
embed qualitative or quantitative process evalu-
ations alongside quantitative evaluative designs 
to increase understanding of factors that influ-
ence a phenomenon). Some mixed-methods 
studies include a single overarching research 
design but use mixed-methods for data collec-
tion (eg, surveys, interviews, observation, and 
analysis of documentary material).

Model The term “model” is often used to describe 
statistical regression analyses that involve more 
than 1 independent variable and 1 dependent 
variable. This is a multivariable or multiple 
regression (or multivariate) analysis.

Multifaceted 
Interventions

The use of multiple strategies to change clinician 
behavior. Multiple strategies may include a com-
bination that includes 2 or more of the following: 
audit and feedback, reminders, local consensus 
processes, patient-mediated interventions, or 
computer decision support systems.

Multistate 
Transition Model

See Markov Model.

Multivariate 
Regression 
Analysis (or 
Multivariable 
Regression 
Analysis )

A type of regression that provides a mathemati-
cal model that attempts to explain or predict  
the dependent variable (or outcome variable or 
target variable) by simultaneously considering  
2 or more independent variables (or predictor 
variables). Multivariable refers to multiple pre-
dictors (independent variables) for a single out-
come (dependent variable). Multivariate refers 
to 1 or more independent variables for multiple 
outcomes. See also Bivariable Regression.
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Mutation A rare variant in a gene, occurring in less than 
1% of a population. See Polymorphism.

Narrative Review A review article (such as a typical book chapter) 
that is not conducted using methods to mini-
mize bias (in contrast to a systematic review).

Natural History As distinct from prognosis, natural history refers 
to the possible consequences and outcomes of 
a disease or condition and the frequency with 
which they can be expected to occur when the 
disease condition is untreated.

Negative 
Predictive Value 
(NPV)

See Predictive Value.

Negative Study 
(or Negative Trial)

Studies in which the authors have concluded that 
the comparison groups do not differ statistically 
in the variables of interest. The research results 
fail to support the researchers’ hypotheses.

Network 
Meta-analysis 
(or Multiple 
Treatment 
Comparison 
Meta-analysis)

This systematic review allows the comparison 
of multiple interventions, including head-to-
head evaluations at the same time as indirect 
comparisons, in a connected network of 
comparisons.

Neural Network The application of nonlinear statistics to  
pattern-recognition problems. Neural networks 
can be used to develop clinical prediction rules. 
The technique identifies those predictors most 
strongly associated with the outcome of interest 
that belong in a clinical prediction rule and 
those that can be omitted from the rule without 
loss of predictive power.

N-of-1 
Randomized 
Clinical Trial (or 
N-of-1 RCT)

An experiment designed to determine the effect 
of an intervention or exposure on a single study 
participant. In one n-of-1 design, the patient 
undergoes pairs of treatment periods organized 
so that 1 period involves the use of the experi-
mental treatment and 1 period involves the use 
of an alternate treatment or placebo. The patient

(Continued)
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N-of-1 
Randomized 
Clinical Trial (or 
N-of-1 RCT)

(Continued)

and clinician are blinded if possible, and out-
comes are monitored. Treatment periods are 
replicated until the clinician and patient are con-
vinced that the treatments are definitely different 
or definitely not different.

Nomogram A graphic scale facilitating calculation of 
a probability. The most used nomogram in 
evidence-based medicine is one developed 
by Fagan to move from a pretest probabil-
ity, through a likelihood ratio, to a posttest 
probability. 

Nonadherent Patients are nonadherent if they are not 
exposed to the full course of a study interven-
tion (eg, most commonly, they do not take the 
prescribed dose or duration of a drug or they do 
not participate fully in the study program).

Noninferiority 
Trial

Noninferiority trials address whether the effect 
of an experimental intervention is not worse 
than a standard intervention by more than a 
specified margin. This contrasts with equiva-
lence trials, which aim to determine whether an 
intervention is similar to another intervention. 
Noninferiority of the experimental interven-
tion with respect to the standard treatment 
may be of interest if the new intervention has 
some other advantage, such as greater avail-
ability, reduced cost, less invasiveness, fewer 
harms, or decreased burden—or a potential for 
increased income for the sponsor. 

Nonparticipant 
Observation

See Field Observation.

Null Hypothesis In the hypothesis-testing framework, this is the 
starting hypothesis that the statistical test is 
designed to consider and possibly reject, which 
contends that there is no association among the 
variables under study.

Null Result A nonsignificant result; no statistically significant 
difference between groups.
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Number Needed 
to Harm (NNH)

The number of patients who, if they received 
the experimental intervention, would lead to 
1 additional patient being harmed during a 
specific period. It is the inverse of the absolute 
risk increase (ARI), expressed as a percentage 
(100/ARI).

Number Needed 
to Screen (NNS)

The number of patients who would need to be 
screened to prevent 1 adverse event.

Number Needed 
to Treat (NNT)

The number of patients who need to be treated 
during a specific period to achieve 1 additional 
good outcome. When NNT is discussed, it is 
important to specify the intervention, its dura-
tion, and the desirable outcome. If an NNT 
calculation results in a decimal, round up as per 
Cochrane guidance (http://www.cochrane-net 
.org/openlearning/html/mod11-6.htm). It is the 
inverse of the absolute risk reduction (ARR), 
expressed as a percentage (100/ARR).

Number of 
People Needed 
to Invite to 
Screening (NNI)

The number of people who need to be invited 
to screen to prevent 1 adverse event (calculated 
from the absolute risk difference in intention-to-
treat analyses of randomized trials of screen-
ing). The NNI is larger than the number needed 
to screen because it is dependent on the uptake 
of screening; however, it may underestimate the 
effect of screening among individuals who par-
ticipate fully in a program.

Observational 
Study (or 
Observational 
Study Design)

An observational study can be used to describe 
many designs that are not randomized trials 
(eg, cohort studies or case-control studies that 
have a goal of establishing causation, studies of 
prognosis, studies of diagnostic tests, and qual-
itative studies). The term is most often used in 
the context of cohort studies and case-control 
studies in which patient or caregiver preference, 
or happenstance, determines whether a person 
is exposed to an intervention or putative harmful 
agent or behavior (in contrast to the exposure 
being under the control of the investigator, as in 
a randomized trial).

http://www.cochrane-net.org/openlearning/html/mod11-6.htm
http://www.cochrane-net.org/openlearning/html/mod11-6.htm
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Observer Bias Occurs when an observer’s observations differ 
systematically according to participant char-
acteristics (eg, making systematically different 
observations in treatment and control groups). 
See also Bias.

Odds The ratio of events to nonevents; the ratio of the 
number of study participants experiencing the 
outcome of interest to the number of study partic-
ipants not experiencing the outcome of interest.

Odds Ratio 
(OR) (or Relative 
Odds)

A ratio of the odds of an event in an exposed 
group to the odds of the same event in a group 
that is not exposed.

Odds Reduction The odds reduction expresses, for odds, what 
relative risk reduction expresses for risks. Just 
as the relative risk reduction is 1 – relative risk, 
the odds reduction is 1 – relative odds (the rela-
tive odds and odds ratio being synonymous). 
Thus, if a treatment results in an odds ratio 
of 0.6 for a particular outcome, the treatment 
reduces the odds for that outcome by 0.4.

One-Group 
Pretest-Posttest 
Design (or 
Before-After 
Design)

See Before-After Design. 

Open-Ended 
Interviews/
Questions

Questions that offer no specific structure for the 
respondents’ answers and allow the respon-
dents to answer in their own words. In qualita-
tive research, this is sometimes also referred to 
as “unstructured” interviews. Interviewers invite 
participants to narrate their stories or perspec-
tives on a very general topic in their own terms, 
with as little prompting or steering from the 
interviewer as possible. Open-ended questions 
are used.

Opinion Leaders 
(or Local Opinion 
Leaders)

See Local Opinion Leaders. 
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Opportunity 
Costs

The value of (health or other) benefits forgone in 
alternative uses when a resource is used.

Optimal 
Information Size 
(OIS)

When using a GRADE (Grading of 
Recommendations Assessment, Development 
and Evaluation) approach to interpreting preci-
sion, examining the 95% confidence intervals 
(CIs) provides the optimal primary approach. 
We are skeptical about early studies with large 
effects and apparently satisfactory CIs. The 
optimal information size (OIS) is a way of 
dealing with such situations. The OIS is the 
number of patients required for an adequately 
powered individual trial assuming a modest 
treatment effect. If the CIs appear satisfac-
tory but the sample size is less than the OIS, 
we lose confidence in estimates because of 
imprecision.

Outcome Variable 
(or Dependent 
Variable or Target 
Variable)

The target variable of interest. The variable that 
is hypothesized to depend on or be caused by 
another variable (the independent variable).

Overdetection The detection of inconsequential disease—that 
is, disease that meets pathologic criteria for 
disease but that would not cause symptoms or 
become life-threatening if left undetected and 
untreated.

Partial 
Verification Bias

Occurs when only a selected sample of 
patients who underwent the index test is veri-
fied by the reference standard, and that sam-
ple is dependent on the results of the test. For 
example, patients with suspected coronary 
artery disease whose exercise test results are 
positive may be more likely to undergo coro-
nary angiography (the reference standard) than 
those whose exercise test results are negative. 
See also Bias.

Participant 
Observation

See Field Observation.
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Patient-Important 
Outcomes

Outcomes that patients value directly. This is 
in contrast to surrogate, substitute, or physi-
ologic outcomes that clinicians may consider 
important. One way of thinking about a patient-
important outcome is that, were it to be the only 
thing that changed, patients would be willing 
to undergo an intervention with associated risk, 
cost, or inconvenience. This would be true of 
treatments that ameliorated symptoms or pre-
vented morbidity or mortality. It would not be 
true of treatments that lowered blood pressure, 
improved cardiac output, improved bone den-
sity, or the like, without improving the quality or 
increasing the length of life.

Patient-Mediated 
Interventions

A strategy for changing clinician behavior. Any 
intervention aimed at changing the performance 
of health care professionals through interactions 
with, or information provided by or to, patients.

Patient 
Preferences

The relative value that patients place on various 
health states. Preferences are determined by 
values, beliefs, and attitudes that patients bring 
to bear in considering what they will gain—or 
lose—as a result of a management decision. 
Explicit enumeration and balancing of benefits 
and risks that are central to evidence-based 
clinical practice bring the underlying value judg-
ments involved in making management deci-
sions into bold relief.

Patient-Reported 
Outcomes

Any report of the status of a patient’s health 
condition that comes directly from the patient 
without interpretation of the patient’s response 
by a clinician or anyone else. Patient-reported 
outcomes can be measured in absolute terms 
(eg, severity of a sign, symptom, or state of 
a disease) or as a change from a previous 
measure.

Pedigree A diagram that depicts heritable traits across 2 
or more generations of a family.
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Pearson 
Correlation 
Coefficient

A statistical test of correlation between 2 groups 
of normally distributed data. The Pearson cor-
relation provides a measure of association 
rather than measure of agreement. See also 
Correlation Coefficient.

Per-Protocol 
Analysis (Efficacy 
Analysis or 
Effectiveness 
Analysis)

Includes the subset of patients who complete 
the entire clinical trial according to the protocol. 
This approach compromises the prognostic 
balance that randomization achieves and is 
therefore likely to provide a biased estimate of 
treatment effect. 

Pharmaco
genomics

The analysis of how genetic makeup 
affects an individual’s response to drugs. 
Pharmacogenomics deals with the influ-
ence of genetic variation on drug response 
in patients by correlating gene expression or 
single-nucleotide polymorphisms with a drug’s 
efficacy or toxicity. The goal is to optimize drug 
therapy according to a patient’s genotype to 
ensure maximum efficacy with minimal adverse 
effects.

Phase 1 Studies Studies, often conducted in healthy volunteers, 
that investigate a drug’s physiologic effect and 
evaluate whether it manifests unacceptable 
early toxic effects.

Phase 2 Studies Initial studies on patients that provide prelimi-
nary evidence of possible drug effectiveness.

Phase 3 Studies Randomized clinical trials designed to test the 
magnitude of benefit and harm of a drug.

Phase 4 Studies 
(or Postmarketing 
Surveillance 
Studies)

Studies conducted after the effectiveness of a 
drug has been established and the drug mar-
keted, typically to establish the frequency of 
uncommon or unanticipated toxic effects.

Phenomenology In qualitative research, an approach to inquiry 
that emphasizes the complexity of human expe-
rience and the need to understand the experi-
ence holistically as it is actually lived.
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Phenotype The observable characteristics of a cell or 
organism, usually being the result of the product 
coded by a gene (genotype).

φ (or φ Statistic) A measure of chance-independent agreement. 

PICO (Patient, 
Intervention, 
Comparison, 
Outcome) 

A method for answering clinical questions.

Placebo A biologically inert substance (typically a pill 
or capsule) that is as similar as possible to the 
active intervention. Placebos are sometimes 
given to participants in the control arm of a drug 
trial to help ensure that the study is blinded.

Placebo Effect The effect of an intervention independent of its 
biologic effect.

Point Estimate The single value that best represents the value 
of the population parameter.

Polymorphism The existence of 2 or more variants of a gene, 
occurring in a population, with at least 1% fre-
quency of the less common variant. See also 
Mutation.

Pooled Estimate A statistical summary measure representing the 
best estimate of a parameter that applies to all 
of the studies that contribute to addressing a 
similar question (such as a pooled relative risk 
and 95% confidence intervals from a set of ran-
domized trials).

Positive 
Predictive Value 
(PPV)

See Predictive Value.

Positive Study (or 
Positive Trial)

A study with results that reveal a difference that 
investigators interpret as beyond the play of 
chance.

Posttest Odds The odds of the target condition being pres-
ent after the results of a diagnostic test are 
available.
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Posttest 
Probability

The probability of the target condition being 
present after the results of a diagnostic test are 
available.

Power The ability of a study to reject a null hypothesis 
when it is false (and should be rejected). Power 
is linked to the adequacy of the sample size: if 
a sample size is too small, the study will have 
insufficient power to detect differences between 
groups.

Practice 
Guidelines (or 
Clinical Practice 
Guidelines or 
Guidelines)

See Clinical Practice Guidelines. 

Prediction Rules 
(or Clinical 
Prediction Rules)

See Clinical Prediction Rules. 

Predictive Value There are 2 categories of predictive value. 
Positive predictive value is the proportion of 
people with a positive test result who have the 
disease; negative predictive value is the propor-
tion of people with a negative test result and 
who are free of disease.

Preferences See Values and Preferences.

Pretest Odds The odds of the target condition being pres-
ent before the results of a diagnostic test are 
available.

Pretest 
Probability

The probability of the target condition being 
present before the results of a diagnostic test 
are available.

Prevalence Proportion of persons affected with a particular 
disease at a specified time. Prevalence rates 
obtained from high-quality studies can inform 
pretest probabilities.

Prevent 
(Prevention)

A preventive maneuver is an action that 
decreases the risk of a future event or the 
threatened onset of disease. Primary prevention

(Continued)
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Prevent 
(Prevention) 
(Continued)

is designed to stop a condition from develop-
ing. Secondary prevention is designed to stop 
or slow progression of a disease or disorder 
when patients have a disease and are at risk 
for developing something related to their cur-
rent disease. Often, secondary prevention is 
indistinguishable from treatment. An example of 
primary prevention is vaccination for pertussis. 
An example of secondary prevention is admin-
istration of an antiosteoporosis intervention to 
women with low bone density and evidence 
of a vertebral fracture to prevent subsequent 
fractures. An example of tertiary prevention is a 
rehabilitation program for patients experiencing 
the adverse effects associated with a myocar-
dial infarction.

Primary Studies Studies that collect original data. Primary stud-
ies are differentiated from synopses that sum-
marize the results of individual primary studies, 
and they are different from systematic reviews 
that summarize the results of a number of pri-
mary studies.

Principal 
Components 
Analysis

A series of microarray experiments that pro-
duces observations of differential expression for 
thousands of genes across multiple conditions. 
Principal components analysis is a statistical 
technique for determining the key variables in a 
multidimensional data set that explain the dif-
ferences in the observations and can be used to 
simplify the analysis and visualization of multidi-
mensional data sets.

Probabilistic 
Sensitivity 
Analysis

Related to economic analysis, this is an 
approach for dealing with uncertainty in 
economic models whereby distributions are 
defined for model variables and simulation tech-
niques used to make random draws of the dis-
tributions to estimate the variability in estimated 
costs and outcomes.  
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Probability Quantitative estimate of the likelihood of a con-
dition existing (as in diagnosis) or of subsequent 
events (such as in an intervention study).

Prognosis The possible consequences and outcomes of a 
disease and the frequency with which they can 
be expected to occur.

Prognostic 
Factors

Patient or participant characteristics that con-
fer increased or decreased risk of a positive or 
adverse outcome.

Prognostic Study A study that enrolls patients at a point in time 
and follows them forward to determine the fre-
quency and timing of subsequent events.

Prospective 
Study (or 
Cohort Study 
or Longitudinal 
Study)

See Cohort Study. 

Publication Bias Occurs when the publication of research 
depends on the direction of the study results 
and whether they are statistically significant. 
See also Bias.

Purposive 
Sampling (or 
Purposeful 
Sampling or 
Judgmental 
Sampling)

In qualitative research, a type of nonprobability 
sampling to select participants based on key 
characteristics relevant to the research ques-
tion and on analytic questions as they arise 
during analysis. Specific sampling criteria may 
evolve during a project. Depending on the topic, 
examples include maximum variation sampling 
to document range or diversity; extreme case 
sampling, in which one selects cases that are 
opposite in some way; typical or representative 
case sampling to describe what is common 
in terms of the phenomenon of interest; criti-
cal sampling to make a point dramatically; and 
criterion sampling, in which all cases that meet 
some predetermined criteria of importance are 
studied.
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P Value (or P) The probability that results as extreme as or 
more extreme than those observed would occur 
if the null hypothesis were true and the experi-
ment were repeated over and over. P < .05 
means that there is a less than 1 in 20 probabil-
ity that, on repeated performance of the experi-
ment, results as extreme as or more extreme 
than those observed would occur if the null 
hypothesis were true.

Pyramid of EBM 
Resources

This term refers to the way evidence-based 
medicine resources can be viewed in 3 broad 
categories: summaries and guidelines, preap-
praised research, and nonpreappraised research.

Qualitative 
Research

Qualitative research focuses on social and inter-
preted, rather than quantifiable, phenomena and 
aims to discover, interpret, and describe rather 
than to test and evaluate. Qualitative research 
makes inductive, descriptive inferences to the-
ory concerning social experiences or settings, 
whereas quantitative research makes causal 
or correlational inferences to populations. 
Qualitative research is not a single method but 
a family of analytic approaches that rely on the 
description and interpretation of qualitative 
data. Specific methods include, for example, 
grounded theory, ethnography, phenomenology, 
case study, critical theory, and historiography. 

Quality-Adjusted 
Life-Year (QALY)

A unit of measure for survival that accounts for 
the effects of suboptimal health status and the 
resulting limitations in quality of life. For exam-
ple, if a patient lives for 10 years and his or her 
quality of life is decreased by 50% because of 
chronic lung disease, survival would be equiva-
lent to 5 quality-adjusted life-years (QALYs).

Quality 
Improvement

An approach to defining, measuring, improving, 
and controlling practices to maintain or improve 
the appropriateness of health care services. 

Quality of Care The extent to which health care meets technical 
and humanistic standards of optimal care.
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Quantitative 
Research

The investigation of phenomena that lend them-
selves to test well-specified hypotheses through 
precise measurement and quantification of 
predetermined variables that yield numbers suit-
able for statistical analysis. 

Random Governed by a formal chance process in which 
the occurrence of previous events is of no value 
in predicting future events. For example, the 
probability of assigning a participant to 1 of 2 
specified groups is 50%. 

Random 
Allocation (or 
Randomization)

See Randomization. 

Random-Effects 
Model

A model used to give a summary estimate of 
the magnitude of effect in a meta-analysis that 
assumes that the studies included are a random 
sample of a population of studies that address 
the question posed in the meta-analysis. Each 
study estimates a different underlying true 
effect, and the distribution of these effects is 
assumed to be normal around a mean value. 
Because a random-effects model takes into 
account both within-study and between-study 
variability, the confidence interval around the 
point estimate is, when there is appreciable 
variability in results across studies, wider than it 
could be if a fixed-effects model were used. 

Random Error (or 
Chance)

We can never know with certainty the true 
value of an intervention effect because of ran-
dom error. It is inherent in all measurement. 
The observations that are made in a study are 
only a sample of all possible observations that 
could be made from the population of relevant 
patients. Thus, the average or mean value of 
any sample of observations is subject to some 
variation from the true value for that entire 
population. When the level of random error 
associated with a measurement is high, the 
measurement is less precise, and we are less 
certain about the value of that measurement.
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Randomization 
(or Random 
Allocation)

The allocation of participants to groups by 
chance, usually done with the aid of a table 
of random numbers. Not to be confused with 
systematic allocation or quasi-randomization 
(eg, on even and odd days of the month) or 
other allocation methods used at the discretion 
of the investigator.

Randomized 
Clinical Trial 
(RCT) or 
Randomized Trial

An experiment in which individuals are randomly 
allocated to receive or not receive an experi-
mental diagnostic, preventive, therapeutic, or 
palliative procedure and then followed up to 
determine the effect of the intervention.

Random Sample A sample derived by selecting sampling units 
(eg, individual patients) such that each unit 
has an independent and fixed (generally equal) 
chance of selection. Whether a given unit is 
selected is determined by chance (eg, by a 
table of randomly ordered numbers).

Recall Bias Occurs when patients who experience an 
adverse outcome have a different likelihood 
of recalling an exposure than patients who do 
not experience the adverse outcome, inde-
pendent of the true extent of exposure. See 
also Bias.

Receiver 
Operating 
Characteristic 
(ROC) Curve 

A figure depicting the power of a diagnostic 
test. The receiver operating characteristic 
(ROC) curve presents the test’s true-positive 
rate (ie, sensitivity) on the horizontal axis and 
the false-positive rate (ie, 1 – specificity) on 
the vertical axis for different cut points divid-
ing a positive from a negative test result. An 
ROC curve for a perfect test has an area under 
the curve of 1.0, whereas a test that performs 
no better than chance has an area under the 
curve of only 0.5.

Recessive Describes any trait that is expressed in a homo-
zygote but not a heterozygote (ie, 2 copies of 
that allele are necessary to manifest its effect).
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Recursive 
Partitioning 
Analysis

A technique for determining the optimal way of 
using a set of predictor variables to estimate 
the likelihood of an individual’s experiencing a 
particular outcome. The technique repeatedly 
divides the population (eg, old vs young, among 
young and old) according to status on variables 
that discriminate between those who will have 
the outcome of interest and those who will not.

Reference 
Standard 
(or Criterion 
Standard or Gold 
Standard)

See Criterion Standard.

Referral Bias Occurs when characteristics of patients differ 
between one setting (such as primary care) 
and another setting that includes only referred 
patients (such as secondary or tertiary care). 
See also Bias.

Reflexivity In qualitative research using field observa-
tion, whichever of the 3 approaches used, 
the observer will always have some effect 
on what is being observed, small or large. 
This interaction of the observer with what is 
observed is called reflexivity. Whether it plays 
a positive or negative role in accessing social 
truths, the researcher must acknowledge and 
investigate reflexivity and account for it in data 
interpretation.

Regression (or 
Regression 
Analysis)

A technique that uses predictor or independent 
variables to build a statistical model that pre-
dicts an individual patient’s status with respect 
to a dependent variable or target variable.

Relative 
Diagnostic Odds 
Ratio

The diagnostic odds ratio is a single value that 
provides one way of representing the power 
of the diagnostic test. It is applicable when we 
have a single cut point for a test and classify 
test results as positive and negative. The 
diagnostic odds ratio is calculated as the prod-
uct of the true-positive and true-negative results

(Continued)
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Relative 
Diagnostic Odds 
Ratio (Continued)

divided by the product of the false-positive and 
false-negative results. The relative diagnostic 
odds ratio is the ratio of one diagnostic odds 
ratio to another.

Relative Odds See Odds Ratio. Just as relative risk and risk 
ratio are synonymous, relative odds and odds 
ratio are synonymous.

Relative Risk (RR) 
(or Risk Ratio) 

The ratio of the risk of an event among an exposed 
population to the risk among the unexposed.

Relative Risk 
Increase (RRI)

The proportional increase in risk of harmful 
outcomes between experimental and control 
participants. It is calculated by dividing the risk 
of a harmful outcome in the experimental group 
(experimental group risk [EGR]) minus the risk of 
a harmful outcome in the control group (control 
group risk [CGR]) by the risk of a harmful out-
come in the control group ([EGR – CGR]/CGR). 
Typically used with a harmful exposure.

Relative Risk 
Reduction (RRR)

The proportional reduction in risk of harmful 
outcomes between experimental and control 
participants. It is calculated by dividing the risk 
of a harmful outcome in the control group (con-
trol group risk [CGR]) minus the risk of a harmful 
outcome in the experimental group (experimen-
tal group risk [EGR]) by the risk of a harmful out-
come in the control group ([CGR – EGR]/CGR). 
Used with a beneficial exposure or intervention. 
See also Relative Risk; Risk; Treatment Effect.

Reliability A technical statistical term that refers to a 
measurement instrument’s ability to differenti-
ate among subjects, patients, or participants 
in some underlying trait. Reliability increases 
as the variability between subjects increases 
and decreases as the variability within subjects 
(over time or over raters) increases. Reliability is 
typically expressed as an intraclass correlation 
coefficient with between-subject variability in 
the numerator and total variability (between-
subject and within-subject) in the denominator.
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Reminding (or 
Reminders 
or Reminder 
Systems)

A strategy for changing clinician behavior. 
Manual or computerized reminders to prompt 
behavior change.

Reporting Bias 
(or Selective 
Outcome 
Reporting Bias)

The inclination of authors to differentially report 
research results according to the magnitude, 
direction, or statistical significance of the 
results. See also Bias.

Residual 
Confounding

Unknown, unmeasured, or suboptimally mea-
sured prognostic factors that remain unbal-
anced between groups after full covariable 
adjustment by statistical techniques. The 
remaining imbalance will lead to a biased 
assessment of the effect of any putatively 
causal exposure.

Responsiveness The sensitivity or ability of an instrument to 
detect change over time.

Review A general term for an article that systemati-
cally evaluates and summarizes the results of 
more than 1 primary study, as in a systematic 
review, or an article that summarizes a topic 
without an evidence-based approach, as in a 
narrative review. See also Systematic Review 
and Narrative Review.

Ribosome The protein synthesis machinery of a cell where 
messenger RNA translation occurs.

Risk A measure of the association between exposure 
and outcome (including incidence, adverse 
effects, or toxicity).

Risk Difference The absolute difference in risk of a harmful 
outcome between experimental and control 
participants. It is calculated by subtracting 
the risk of a harmful outcome in the control 
group (control group risk [CGR]) minus the 
risk of a harmful outcome in the experimental 
group (experimental group risk [EGR])  
(CGR – EGR). 
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Risk Factors Risk factors are patient characteristics associ-
ated with the development of a disease in the 
first place. Prognostic factors are patient char-
acteristics that confer increased or decreased 
risk of a positive or adverse outcome from a 
given disease.

Risk of Bias The extent to which study results are subject to 
systematic error.

Risk Ratio (or 
Relative Risk)

See Relative Risk.

Screening Services designed to detect people at high risk 
of experiencing a condition associated with a 
modifiable adverse outcome, offered to persons 
who have neither symptoms of nor risk factors 
for a target condition.

Secondary 
Evidence-Based 
Journal

A secondary journal does not publish original 
research but rather includes synopses of pub-
lished research studies that meet prespecified 
criteria of both clinical relevance and methodo-
logic quality.

Secular Trends Changes in the probability of events with time, 
independent of known predictors of outcome.

Semistructured 
Interview

In qualitative research, interviews that are struc-
tured in the sense of covering a specific list of 
issues relevant to the analysis but unstructured in 
the sense that both the way questions are asked 
and the way they are answered will vary from one 
interview to the next. Interviewers systematically 
touch on specific topics but pose questions in 
natural, conversational language and invite open-
ended answers from participants.

Sensitivity The proportion of people with a positive test 
result among those with the target condition. 
See also Specificity.

Sensitivity 
Analysis

Any test of the stability of the conclusions 
of a health care evaluation over a range of 
probability estimates, value judgments, and

(Continued)
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Sensitivity 
Analysis 
(Continued)

assumptions about the structure of the deci-
sions to be made. This may involve the repeated 
evaluation of a decision model in which one or 
more of the parameters of interest are varied.

Sentinel Effect The tendency for human performance to improve 
when participants are aware that their behavior 
is being evaluated, in contrast to the Hawthorne 
effect, which refers to behavior change as a 
result of being observed but not evaluated.

Sequential 
Sample (or 
Consecutive 
Sample)

See Consecutive Sample.

Sign Any abnormality indicative of disease, discover-
able by the clinician at an examination of the 
patient. It is an objective aspect of a disease.

Signal-to-Noise 
Ratio

Signal refers to the target of the measurement; 
noise, to random error that obscures the signal. 
When one is trying to discriminate among people 
at a single point in time (who is better off, who is 
worse off), the signal comes from differences in 
scores among patients. The noise comes from 
variability or differences in score within patients 
over time. The greater the noise, the more dif-
ficult it is to detect the signal. When one is trying 
to evaluate change over time, the signal comes 
from the difference in scores in patients whose 
status has improved or deteriorated. The noise 
comes from the variability in scores in patients 
whose status has not changed.

Sign Test A nonparametric test for comparing 2 paired 
groups according to the relative ranking of val-
ues between the pairs.

Silo Effect One of the main reasons for considering nar-
rower viewpoints in conducting an economic 
analysis is to assess the effect of change on 
the main budget holders because budgets may 
need to be adjusted before a new intervention 
can be adopted (the silo effect). 
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Single-Nucleotide 
Polymorphism 
(SNP)

A single base-pair change in the DNA sequence 
at a particular point compared with the common 
or wild-type sequence.

Social Desirability 
Bias

Occurs when participants answer according 
to social norms or socially desirable behavior 
rather than what is actually the case (eg, under-
reporting alcohol consumption). See also Bias.

Specificity The proportion of people who are truly free of a 
designated disorder who are so identified by the 
test. The test may consist of, or include, clinical 
observations. See also Sensitivity.

Spectrum Bias Ideally, diagnostic test properties will be 
assessed in a population in which the spectrum 
of disease in the target-positive patients includes 
all of those in whom clinicians might be uncer-
tain about the diagnosis, and the target-negative 
patients include all of those with conditions eas-
ily confused with the target condition. Spectrum 
bias may occur when the accuracy of a diag-
nostic test is assessed in a population that dif-
fers from this ideal. Examples of spectrum bias 
would include a situation in which a substantial 
proportion of the target-positive population have 
advanced disease and target-negative partici-
pants are healthy or asymptomatic. Such situa-
tions typically occur in diagnostic case-control 
studies (for instance, comparing those with 
advanced disease to healthy individuals). Such 
studies are liable to yield an overly sanguine esti-
mate of the usefulness of the test. See also Bias.

Stakeholder 
Analysis

A strategy that seeks to increase understanding 
of stakeholder behavior, plans, relationships, 
and interests and to generate information about 
stakeholders’ levels of influence, support, and 
resources.

Standard Error The standard deviation of an estimate of a 
population parameter. The standard error of the 
mean is the standard deviation of the estimate 
of the population mean value.
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Standard Gamble A direct preference or utility measure that 
effectively asks respondents to rate their qual-
ity of life on a scale from 0 to 1.0, where 0 
is death and 1.0 is full health. Respondents 
choose between a specified time x in their cur-
rent health state and a gamble in which they 
have probability P (anywhere from 0 to .99) of 
full health for time x and a probability 1 − P of 
immediate death.

Standardized 
Mean Difference 
(SMD)

A statistic used in meta-analysis when the stud-
ies all assess the same outcome but measure 
that outcome using different measurement 
instruments (eg, different instruments to mea-
sure anxiety or pain). Reported as d. See also 
Effect Size.

Statistical 
Process Control

A statistical method used for quality improve-
ment based on understanding expected 
variation in process or outcomes. It involves 
measuring, plotting, and analyzing data over 
time to detect stable, improving, or declining 
performance, the last of which prompts control-
ling or corrective action.

Statistical 
Significance

A term that indicates that the results obtained 
in an analysis of study data are unlikely to have 
occurred by chance and the null hypothesis is 
rejected. When statistically significant, the prob-
ability of the observed results, given the null 
hypothesis, falls below a specified level of prob-
ability (most often P < .05). One-sided signifi-
cance testing is conducted when only effects in 
one direction are considered. Note: P values do 
not provide an estimate of the magnitude of an 
effect or the precision of the estimate of magni-
tude. The results of specific statistical tests and 
measures of variance (eg, odds ratios and 95% 
confidence intervals, medians and interquartile 
ranges, means and standard deviations) should 
be provided.
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Stepped Wedge 
Design

The sequential rollout of a quality improvement 
(QI) intervention to study units (clinicians, orga-
nizations) during a number of periods so that by 
the end of the study all participants have received 
the intervention. The order in which participants 
receive the intervention may be randomized 
(similar rigor to cluster randomized designs). 
Data are collected and outcomes measured at 
each point at which a new group of participants 
(“step”) receives the QI intervention. Observed 
differences in outcomes between the control sec-
tion of the wedge with those in the intervention 
section are attributed to the intervention.

Stopped 
Early Trials (or 
Truncated Trials)

Truncated randomized clinical trials (RCTs) 
are trials stopped early due to apparent harm 
because the investigators have concluded that 
they will not be able to demonstrate a treatment 
effect (futility) or because of apparent benefit. 
Believing the treatment from RCTs stopped 
early for benefit will be misleading if the deci-
sion to stop the trial resulted from catching the 
apparent benefit of treatment at a random high.

Stopping Rules These are methodologic and statistical guides 
that inform decisions to stop trials early. They 
can incorporate issues such as the planned 
sample size, planned and conducted interim 
analyses, presence and type of data monitoring 
including independent research oversight, sta-
tistical boundaries, and statistical adjustments 
for interim analyses and stopping.

Structured 
Abstract

A brief summary of the key elements of an 
article following prespecified headings. For 
example, the ACP Journal Club therapy 
abstracts include major headings of question, 
methods, setting, patients, intervention, main 
results, and conclusion. More highly structured 
abstracts include subheadings. For example, 
ACP Journal Club therapy abstracts methods 
sections include design, allocation, blinding, 
and follow-up period.
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Subgroup 
Analysis

The separate analysis of data for subgroups of 
patients, such as those at different stages of 
their illness, those with different comorbid con-
ditions, or those of different ages.

Substitute 
Outcomes or 
End Points 
(or Surrogate 
Outcomes or End 
Points)

See Surrogate End Points. 

Summary-of-
Findings Table

In a practice guideline developed according 
to the GRADE (Grading of Recommendations 
Assessment, Development and Evaluation) 
method, the summary-of-findings table pro-
vides the confidence ratings for all important 
outcomes and the associated estimates of 
relative and absolute effects. Summary-of-
findings tables can facilitate shared decision 
making.

Superiority Trial Superiority trials are designed to determine 
whether an experimental intervention is better 
than a control (typically a standard interven-
tion or existing standard of care). Interpreting 
the results of superiority trials requires an 
a priori definition of the smallest difference 
in outcomes between the interventions that 
patients would consider large enough in favor 
of the experimental intervention to justify a 
preference for it given possible harms, burden, 
or cost.  

Surrogate 
Outcomes or 
End Points 
(or Substitute 
Outcomes or End 
Points)

Outcomes that are not in themselves important 
to patients but are associated with outcomes 
that are important to patients (eg, bone density 
for fracture, cholesterol for myocardial infarc-
tion, and blood pressure for stroke). These out-
comes would not influence patient behavior if 
they were the only outcomes that would change 
with an intervention.

Surveillance Bias See Detection Bias.
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Survey An observational study that focuses on 
obtaining information about activities, beliefs, 
preferences, knowledge, or attitudes from 
respondents through interviewer-administered 
or self-administered methods.

Survival Analysis A statistical procedure used to compare the 
proportion of patients in each group who 
experience an outcome or end point at various 
intervals throughout the study (eg, death). 

Survival Curve 
(or Kaplan-Meier 
Curve)

A curve that starts at 100% of the study 
population and shows the percentage of the 
population still surviving (or free of disease or 
some other outcome) at successive times for 
as long as information is available. See also 
Kaplan-Meier Curve.

Symptom Any phenomenon or departure from the normal 
in function, appearance, or sensation reported 
by the patient and suggestive or indicative of 
disease. 

Syndrome A collection of signs or symptoms or physi-
ologic abnormalities.

Synonymous 
single-nucleotide 
polymorphism 

A single-nucleotide polymorphism (SNP) that 
does not lead to a change in the amino acid 
sequence compared with the common or wild-
type sequence; in a nonsynonymous SNP, there 
is a change in the amino acid sequence as a 
result of the SNP.

Synopsis A brief summary that encapsulates the key 
methodologic details and results of a single 
study or systematic review. 

Systematic Error 
(or Bias)

See Bias.

Systematic 
Review

The identification, selection, appraisal, and 
summary of primary studies that address a 
focused clinical question using methods to 
reduce the likelihood of bias.
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Systems Systems include practice guidelines, clinical path-
ways, or evidence-based textbook summaries 
that integrate evidence-based information about 
specific clinical problems and provide regular 
updates to guide the care of individual patients.

Target Condition 
(or Target 
Disease)

In diagnostic test studies, the condition the 
investigators or clinicians are particularly inter-
ested in identifying (such as tuberculosis, lung 
cancer, or iron deficiency anemia).

Target Negative In diagnostic test studies, patients who do not 
have the target condition.

Target Outcome 
(or Target End 
Points or Target 
Events)

In intervention studies, the condition the inves-
tigators or clinicians are particularly interested 
in identifying and in which it is anticipated the 
intervention will decrease (such as myocardial 
infarction, stroke, or death) or increase (such as 
ulcer healing).

Target Positive In diagnostic test studies, patients who have the 
target condition.

Target Variable 
(or Dependent 
Variable or 
Outcome 
Variable)

See Dependent Variable.

Test Threshold The probability below which the clinician decides 
a diagnosis warrants no further consideration.

Themes A generic term for the elements of qualitative 
research findings. Researchers usually express 
themes in terms of labels and definitions for the 
phenomena they describe or interpret from pat-
terns in their data.

Theoretical 
Saturation 

In qualitative research, this is the point in the 
analysis at which themes are well organized into 
a coherent theory or conceptual framework; 
new data fit easily without requiring revision to 
the theory. This is considered an appropriate 
stopping point for data analysis, especially in 
grounded theory methods. 
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Theory Theory consists of concepts and their 
relationships.

Theory 
Triangulation

See Triangulation. 

Threshold 
Number Needed 
to Treat (or 
Threshold 
Number Needed 
to Harm)

The maximum number needed to treat or 
number needed to harm accepted as justifying 
the benefits and harms of therapy. See also 
Number Needed to Treat and Number Needed 
to Harm.

Time Series 
Design (or 
Interrupted Time 
Series Design)

In this study design, data are collected at sev-
eral points both before and after the interven-
tion. Data collected before the intervention allow 
the underlying trend and cyclical (seasonal) 
effects to be estimated. Data collected after the 
intervention allow the intervention effect to be 
estimated while accounting for underlying secu-
lar trends. The intervention may be interrupted 
then reintroduced multiple times. The time 
series design monitors the occurrence of out-
comes or end points during a number of cycles 
and determines whether the pattern changes 
coincident with the intervention. 

Transferability The extent to which knowledge based on 
research findings can reasonably be applied to 
situations that differ from the original research 
setting. This requires judgment and expertise 
and necessarily draws on information from other 
sources in addition to information provided by 
the research study.

Treatment Effect 
(or Intervention 
Effect)

The results of comparative clinical studies can 
be expressed using various intervention effect 
measures. Examples are absolute risk reduc-
tion (ARR), relative risk reduction (RRR), odds 
ratio (OR), number needed to treat (NNT), and 
effect size. The appropriateness of using these 
to express an intervention effect and whether 
probabilities, means, or medians are used to 
calculate them depend on the type of outcome

(Continued)
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Treatment Effect 
(or Intervention 
Effect) 
(Continued)

variable used to measure health outcomes. 
For example, ARR, RRR, and NNT are used for 
dichotomous variables, and effect sizes are nor-
mally used for continuous variables.

Treatment Target The manifestation of illness (a symptom, sign, or 
physiologic abnormality) toward which a treat-
ment is directed.

Treatment 
Threshold (or 
Therapeutic 
Threshold)

Probability above which a clinician would con-
sider a diagnosis confirmed and would stop 
testing and initiate treatment.

Trial of Therapy In a trial of therapy, the physician offers the 
patient an intervention, reviews the effect of the 
intervention on that patient at some subsequent 
time, and, depending on the effect, recom-
mends either continuation or discontinuation of 
the intervention.

Triangulation In qualitative research, triangulation is an 
analytic approach in which key findings are 
corroborated using multiple sources of informa-
tion. There are different types of triangulation. 
Investigator triangulation requires more than 1 
investigator to collect and analyze the raw data, 
such that the findings emerge through con-
sensus among a team of investigators. Theory 
triangulation is a process whereby emergent 
findings are corroborated with existing social 
science theories. Note that any discrepancies 
would not necessarily indicate that the research 
is biased or in error but rather that the next 
stage of empirical analysis should interpret and 
account for the discrepancies.

Trim-and-Fill 
Method

When publication bias is suspected in a system-
atic review, investigators may attempt to esti-
mate the true intervention effect by removing, 
or trimming, small positive-result studies that 
do not have a negative-result study counterpart 
and then calculating a supposed true effect 
from the resulting symmetric funnel plot.

(Continued)
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Trim-and-
Fill Method 
(Continued)

The investigators then replace the positive-
result studies they have removed and add hypo-
thetical studies that mirror these positive-result 
studies to create a symmetric funnel plot that 
retains the new pooled effect estimate. This 
method allows the calculation of an adjusted 
confidence interval and an estimate of the num-
ber of missing trials.

True Negative Those whom the test correctly identifies as not 
having the target disorder.

True Positive Those whom the test correctly identifies as hav-
ing the target disorder.

Truncated Trials 
(Stopped Early 
Trials)

See Stopped Early Trials.

Trustworthiness 
(or Credibility)

See Credibility.

t Test A parametric statistical test that examines the 
difference between the means of 2 groups of 
values.

Type I Error An error created by rejecting the null hypothesis 
when it is true (ie, investigators conclude that an 
association exists among variables when it does 
not). See also α Level and Type II Error.

Type II Error An error created by accepting the null hypoth-
esis when it is false (ie, investigators conclude 
that no association exists among variables 
when, in fact, an association does exist). See 
also β Error and Type I Error.

Unblinded (or 
Unmasked)

Patients, clinicians, those monitoring outcomes, 
judicial assessors of outcomes, data analysts, 
and manuscript authors are aware of whether 
patients have been assigned to the experimen-
tal or control group.

Unit of Allocation The unit or focus used for assignment to com-
parison groups (eg, individuals or clusters such 
as schools, health care teams, hospital wards, 
outpatient practices).
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Unit of Analysis The unit or focus of the analysis; although it is 
most often the individual study participant, in 
a study that uses cluster allocation, the unit of 
analysis is the cluster (eg, school, clinic).

Unit of Analysis 
Error

When investigators use any sort of cluster 
randomization (randomize by physician instead 
of patient, practice instead of physician or 
patient, or village instead of participant) and 
analyze as if they have randomized accord-
ing to patient or participant, they have made a 
unit of analysis error. The appropriate analysis 
acknowledges the cluster randomization and 
takes into account the extent to which out-
comes differ among clusters independent of 
treatment effect.

Univariate 
Regression 
(or Univariable 
Regression 
or Simple 
Regression)

This term is for simple descriptive analyses. It is 
often erroneously used for bivariable regression. 
See also Bivariable Regression. 

Unmasked (or 
Unblinded)

See Unblinded.

Upfront Costs Costs incurred to “produce” the treatment, 
such as the physician’s time, nurse’s time, and 
materials.

Utilitarian (or 
Consequentialist)

See Consequentialist. 

Utility Utility in the context of health economic model-
ing refers to the value of a health state, typically 
expressed from 0 (death) to 1.0 (full health).

Validity (or 
Credibility)

In terms of health status measurement, valid-
ity is the extent to which an instrument mea-
sures what it is intended to measure. In critical 
appraisal terms, validity reflects the extent to 
which the limitations in study design leave a 
study vulnerable to systematic error or spurious 
inferences. See also Credibility.
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Values and 
Preferences

When used generically, as in “values and pref-
erences,” we refer to the collection of goals, 
expectations, predispositions, and beliefs that 
individuals have for certain decisions and their 
potential outcomes. The incorporation of patient 
values and preferences in decision making is 
central to evidence-based medicine. These 
terms also carry specific meaning in other set-
tings. Measurement tools that require a choice 
under conditions of uncertainty to indirectly mea-
sure preference for an outcome in health eco-
nomics (such as the standard gamble) quantify 
preferences. Measurement tools that evaluate 
the outcome on a scale with defined favor-
able and unfavorable ends (eg, visual analog 
scales, feeling thermometers) quantify values.

Variance The technical term for the statistical estimate of 
the variability in results.

Variant Allele The allele at a particular single-nucleotide 
polymorphism that is the least frequent in a 
population.

Verification Bias See Differential Verification Bias.

Visual Analog 
Scale

A scaling procedure that consists of a straight 
line anchored on each end with words or 
phrases that represent the extremes of some 
phenomenon (eg, “worst pain I have ever had” 
to “absolutely no pain”). Respondents are 
asked to make a mark on the line at the point 
that corresponds to their experience of the 
phenomenon.

Washout Period In a crossover or n-of-1 trial, the period required 
for the treatment to cease to act once it has 
been discontinued.

Weighted Mean 
Difference

The weighted mean difference is the difference 
between initial and final values of a continu-
ous measure in a group of patients in a study. 
The weighted mean difference is also a way of 
presenting the magnitude of effect in a meta-
analysis in which all studies have used the same

(Continued)
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Weighted Mean 
Difference 
(Continued)

continuous variable (such as exercise capacity 
or a specific quality-of-life instrument).  
It presents the best estimate of the difference 
between 2 treatments using the units of the  
particular outcome used in all of the studies.  
It is calculated as the sum of the differences  
in the individual studies, weighted by the indi-
vidual variances for each study.

Wild-Type Allele The allele at a particular single-nucleotide poly-
morphism that is most frequent in a population, 
also called a common allele.

Willingness to 
Pay

In some economic analyses, it may be desirable 
to compare costs and outcomes using the same 
metric (ie, costs). In this case, an attempt is 
made to ask people how much they would pay 
to achieve an improvement in health or to avoid 
a negative health event/outcome.

Working 
Diagnosis 
(or Leading 
Hypothesis)

The clinician’s single best explanation for the 
patient’s clinical problem(s).

Workup Bias See Differential Verification Bias.
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A
Absolute difference

confidence intervals, 171
precision of results, 313–314

Absolute effect estimates, 
meta-analyses, 300

Absolute risk (AR)
incremental risk, 204–205
negative trials, 172

Absolute risk (AR), dichotomous 
outcomes, 152

Absolute risk reduction (ARR)
confidence intervals and, 

173–177
evidence-based practice and, 

161–162
incremental risk, 204–205
precision of results, 313–314
relative risk and, 154–155
systematic reviews and clinical 

application, 285–287
treatment effects, 152
treatment effect studies, 

110–111
Accessibility of EBM resources, 

assessment of, 57–59
ACCESSSS, evidence  

updates, 67
ACP Journal Club, 28

preappraised research, 65–67
Adjusted analysis, prognostic 

studies, 258
Adjusted indirect comparison, 

network meta-analyses, 343
Adverse outcome

harm, observational studies, 
181–205

network meta-analyses,  
331–334, 350–351

risk analysis, 152
systematic reviews and clinical 

application, 285–287
Allocation concealment

network meta-analyses, 338
risk of bias, 303–304

Alternative treatments
patient management 

recommendations, 
365–366

shared physician-patient 
decision making, 411

American Heart Association, 
patient management 
recommendations, 370–371

AR. See Absolute risk (AR)
ARR. See Absolute risk 

reduction (ARR)
Availability of EBM resources, 

assessment of, 57–59

B
Background questions

current best evidence 
searches, 45–46

defined, 29
Baseline risk

defined, 152
relative risk reduction and, 

154–155
systematic reviews and clinical 

application, 285–287
Bayesian analysis

network meta-analyses,  
333–334, 337–338

posttest probabilities, 
diagnostic testing,  
216–220
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Bayley scales, prognosis 
studies, 253, 264–266

Before-after studies, 199
Benefits analysis. See also 

Cost-benefit analysis
in evidence-based 

medicine, 10–19
harm, observational 

studies, 205
negative trials, 172
network meta-analyses, 336
treatment effects, 119–123, 

142–145
Between-study differences

network meta-analyses, 
336–337

in systematic reviews, 284–285
Bias

confidence intervals and, 
168–169

diagnostic testing, 226–233
harm, observational studies, 

and minimization of, 
185–187

loss to follow-up and, 90, 
106–108

misleading results, 88–90
pretest probabilities, 215
random error vs, 3
systematic error, 303–304
treatment effect, 101–103

Blinded studies
between-study 

differences, 337
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